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Carbon taxation is a highly debated environmental policy tool and can contribute to tackling climate change. Before the advent of the emission trading system in the European Union, forms of carbon taxation were present in some EU member states; furthermore, after the approval of the well-known EU Green Deal, carbon taxes can gain momentum in addressing emissions from sectors not involved in the EU Emissions Trading System. Due to this historical evolution of environmental policies over the last decades and in the presence of a system that assigns to EU member states, the governance of energy and fiscal issues, heterogeneous carbon/energy policy settings may determine the impact on growth and trade. This article provides food for thought for a policy through an empirical evaluation of the impact on the gross domestic product of trade spillovers related to carbon taxation in the European Union.

1. Introduction

Climate change is among the biggest long-run threats to human existence and can only be tackled by bringing down carbon dioxide (CO2) emissions. The nature of international environmental externalities of such emissions requires the careful design of policy intervention, involving both national authorities and international institutions. A part of the toolbox to address climate impacts rests on providing emitting firms and consumers with the “correct” incentives in terms of the costs and benefits linked to greenhouse gas (GHG) emissions, i.e., the implementation of the so-called polluter pays principle. Along these lines, the recent evolution of climate policy in the European Union has led to the introduction of and several amendments to the so-called Emissions Trading System (EU ETS), i.e., a cap-and-trade scheme aimed at achieving CO2 emissions reduction in a cost-effective way. This has been the subject of substantial literature, including, among others, Hintermann (2010), who suggests that EU ETS prices are increasingly aligned with abatement costs; Ellerman et al. (2015), who highlight the potential reasons why the performance of the EU ETS may have not been realized to its full potential; and, finally Bayer and Alkin (2020), who point out that a significant share of emissions was covered by the EU ETS system during the period between 2008 and 2016, reducing more than 1 billion tons of CO2. Climate targets are a relevant part of the so-called EU Green Deal and involve several levels of intervention, including explicit member states’ involvement, such as in the case of the Effort Sharing Regulation dealing with sectors not involved in the EU ETS. However, the EU ETS is an important part of the carbon pricing strategy of the European Union. The relevance of the EU climate policy rests on the unique economic and political integration of the European Union itself, featuring a strong commitment to promoting economic, social, and territorial cohesion by reducing disparities between the levels of development of the various regions’ (Art. 174, Maastricht Treaty), as well as its potential role as one of the biggest world-level CO2 emitters and, at the same time, one of the largest economies in the world and the world’s largest trader of manufactured goods.
and services. These figures include intra-EU trade, which is a relevant aspect that is addressed in our article. Any policy discussion should therefore also account for intra-EU trade-related issues, and this is, in our view, a relevant point, as the centralized EU ETS is coupled with existing national-level companion policies and is, at the same time, part of a wider policy scenario, which is clearly testified, for example, by the development of the EU ETS, the EU Fit For 55 package, and the EU Carbon Border Adjustment Mechanism, as part of a full set of integrated policies. The main aim of this paper is therefore to provide an assessment of the potential trade-induced spillovers that may be triggered by asymmetries in domestic climate policies.

The best instrument to trigger climate mitigation efforts is the subject of an extensive literature focused on carbon taxation, as in Nordhaus (2006) and Weisbach and Metcalf (2009); cap-and-trade, as in Stavins (2007) and Keohane (2009), or possible combinations of the two, e.g., Aldy et al. (2010). We focus here on carbon taxation in the European Union. Finland was the first country to introduce a carbon tax in 1990m followed by 15 European countries, and the range of such taxes varies from 1 to over 130. Carbon taxes were introduced in two distinct timelines in Europe, one starting in the early 1990s in the Scandinavian region with the next one following in the mid-2000s in Western European countries like Switzerland, Iceland, Ireland, and Portugal.

Carbon prices arising from carbon taxes and emission trading schemes are, in several cases, very low, far from the carbon prices recommended by the High-level Commission on Carbon Pricing of the World Bank in 2017 (CPLC, 2017); as a result, there is significant space for broadening the tax base and increasing rates (SDSN and IEEP, 2019). Analysis performed by the EEA (2019), among others, suggests that the introduction of a carbon tax is expected to improve fiscal sustainability, due to a lower deficit arising in climate change mitigation scenarios. More important for our purposes, the recent evolution of EU climate policy, most notably the climate neutrality target embedded in the EU Green Deal (COMMISSION, EUROPEAN, 2019) is expected to bring about the need for policies at the EU member state level that may complement the EU ETS and cover, for example, sectors that are outside the EU ETS itself. Also, the proposal of reform related to the Energy Taxation Directive (ETD)4 calls for potential changes in national rates to increase harmonization and make rates’ structure compatible with EGD objectives. These ambitious policies are expected to fuel the debate on the relevance of carbon taxation to be introduced at the national level.

As it clearly emerges from Table 1, significant heterogeneity across EU member states exists with reference to carbon taxation in the context of a wider economic heterogeneity in relation to efforts or capabilities in participating in the economic integration process, levels of investments in research and development, human capital, and other key drivers of growth and development (see EEA, 2014, EEA, 2019). The impact of such heterogeneity is the basis of a significant strand of the literature, including considerations on trade integration (e.g., Badinger, 2005; Baldwin, 2006), monetary integration (e.g., De Grauwe, 2006; Gregoriou et al., 2011), capital market integration (Baele et al., 2004), labor market integration (Novotny et al., 2009), or institutional integration (Mongelli, 2008). A well-established and substantial set of contributions has addressed the effect of EU ETS and carbon taxes on employment, growth, and innovation; seminal contributions in this respect include Barde and Owens (1993), OECD (2001), EEA (2005), Sabel and Zeitlin (2010), Ekins and Speck (2011), and Milne and Andersen (2014). In a recent paper (Metcalf and Stock, 2020), the

Table 1: EU Carbon Taxes–USD/tCO2.e.

<table>
<thead>
<tr>
<th>Country</th>
<th>Year</th>
<th>2020 Rates</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denmark</td>
<td>1992</td>
<td>23.47–27.70</td>
<td>40%</td>
</tr>
<tr>
<td>Estonia</td>
<td>2000</td>
<td>2.33</td>
<td>3%</td>
</tr>
<tr>
<td>Finland</td>
<td>1990</td>
<td>61.76–72.24</td>
<td>36%</td>
</tr>
<tr>
<td>France</td>
<td>2014</td>
<td>6.98</td>
<td>35%</td>
</tr>
<tr>
<td>Iceland</td>
<td>2010</td>
<td>8.86–30.01</td>
<td>29%</td>
</tr>
<tr>
<td>Ireland</td>
<td>2010</td>
<td>23.30–30.30</td>
<td>49%</td>
</tr>
<tr>
<td>Latvia</td>
<td>2004</td>
<td>10.49</td>
<td>15%</td>
</tr>
<tr>
<td>Liechtenstein</td>
<td>2008</td>
<td>105.69</td>
<td>26%</td>
</tr>
<tr>
<td>Norway</td>
<td>1991</td>
<td>3.25–57.14</td>
<td>62%</td>
</tr>
<tr>
<td>Poland</td>
<td>1990</td>
<td>0.08</td>
<td>4%</td>
</tr>
<tr>
<td>Portugal</td>
<td>2015</td>
<td>27.52</td>
<td>29%</td>
</tr>
<tr>
<td>Slovenia</td>
<td>1996</td>
<td>20.16</td>
<td>24%</td>
</tr>
<tr>
<td>Spain</td>
<td>2014</td>
<td>17.48</td>
<td>3%</td>
</tr>
<tr>
<td>Sweden</td>
<td>1991</td>
<td>133.26</td>
<td>40%</td>
</tr>
<tr>
<td>Switzerland</td>
<td>2008</td>
<td>104.65</td>
<td>33%</td>
</tr>
</tbody>
</table>

Source: Own elaboration on World Bank Data. Coverage, the percentage share of a country’s emissions covered by carbon taxation; tCO2.e.

Abbreviations: CO2, carbon dioxide; EEA, European economic area; EGD, European green deal; WITS, world integrated trade solution; CADF, cross-section augmented dickey-fuller; CIPS, cross-sectional lm pesaran and shin; PANIC, panel analysis of nonstationarity in idiosyncratic and common components; PANICCA, panel analysis of nonstationarity in idiosyncratic and common components and cross-section average; RMSE, root mean squared error; LLDVE, local linear dummy variable estimation; CD, cross-sectional dependence; OLS, ordinary least square; GMM, generalized method of moments; SE, standard errors; ADF, augmented dickey-fuller; MG, mean group; CCEMG, common correlated effects mean group; AMG, augmented mean group.

1 Available online at: https://ec.europa.eu/trade/policy/eu-position-in-world-trade.
2 According to Eurostat “Statistics Explained” on intra-EU trade in goods, in 2019, most member states had a share of intra-EU exports between 50 and 75%.
3 See Chakraborty and Mandel (2022a,b) for EU ETS impacts on economy at regional levels of European Union.

4 See European Commission, Directorate-General for Taxation and Customs Union (2020), and the related consultation process, according to which a significant agreement appears on the need for the ETD to be revised to aid the European Union’s transition toward climate neutrality, tackle environmental concerns like air pollution, and better promote energy saving and efficiency but in such a way to get a more harmonized application.
issue related to the macroeconomic impacts of carbon taxation is specifically addressed, focusing on the European Union, and weak evidence of the negative impact of carbon taxation on employment and gross domestic product (GDP), coherently with most of the previous empirical and modeling exercises, is found.\footnote{We refer readers to Metcalfe and Stock (2020) for details. The macroeconomic implications of carbon taxation in the literature are addressed, among others, in by Timitsina (2022).}

The possibility of changes in domestic carbon policies is relevant for several reasons, including the possibility of trade-related spillovers across countries. Existing work addresses the potential policy effects on trade competitiveness in the European Union (Costantini and Mazzanti, 2012). Also, the fiscal consequences of raising public revenue through carbon and/or environmental taxes are addressed (e.g., EEA, 2019), but there is still a lack of literature on trade-related spillovers created due to heterogeneous carbon tax regimes in different EU countries. In such a scenario, attention should be raised to the, in our view under-investigated, trade-related impacts of carbon policy stringency heterogeneity. We do this by adopting a robust approach, involving both parametric and non-parametric analysis. Our work is, in our view, relevant from both a methodological and a policy perspective. In the first respect, there is still a lack of literature on trade-related spillovers created due to heterogeneous carbon tax regimes in different EU countries. Specifically, Metcalfe and Stock (2020), the work that is closest to our own, explicitly mention that trade-related impacts are not accounted for. A better understanding of the nature of these spillovers is also the source of our methodological contribution, which allows us to disentangle different relevant dimensions of trade spillovers triggered by carbon taxation.

The remainder of this article is divided as follows: Section 2 highlights our identification strategy, showing the methodology we adopted to take into account cross-country carbon tax-based spillovers and briefly introducing data used in our analysis as well as the estimation strategy. Section 3 provides our findings, and in Section 4, we present our conclusions.

2. Materials and methods

2.1. Identification strategy

We examine the output effects of carbon tax spillovers in EU countries from 1990 to 2017. We base our analysis on traditional macroeconomic literature, (including Auerbach and Gorodnichenko, 2012, 2017; Goujard, 2017). We start with a simple baseline model to assess trading partners’ carbon tax policy effect on domestic output. Domestic economic output at time $t$ for the country $i$ is determined by

$$
\log(Y_{it}) = \sum_{k=1,2} \rho_k \log(Y_{i,t-k}) + \sum_{l=0,1,2} \alpha_l \Delta CT_{s,t-l} + \sum_{m=1,2} \eta_m X_{i,t-m} + \lambda_i + \delta_t + \epsilon_{it},
$$

where $Y_{it}$ is the real domestic output of country $i$ and the lagged values of $Y_{i,t-k}$ are used to control for underlying dynamics from domestic outcomes (we use natural logs in this case). $X_{i,t-m}$ is a row vector of control variables to determine short to medium-term economic outcomes (log of lagged industrial employment rate, percentage of emissions covered by the carbon taxation system, with a lag of one and two years). $\lambda_i$ and $\delta_t$ capture unobserved country and time-specific shocks. The vector of coefficients $\alpha_l$ capture the effects due to fiscal policies, in our case carbon taxation, from trading partners, allowing for a dynamic response of output in own country. $\Delta CT_{s,t}$, which is central to our analysis, is clarified in the following subsection.

2.2. Measuring cross-country carbon tax spillover

Given the relevance of intra-EU trade and given that EU countries are integrated both in the context of product and factor markets, the imposition of a carbon tax in one country is expected to lead to effects in other countries through trade. We calculate the carbon tax spillovers $\Delta CT_{s,t}$ from the trading partner countries as a weighted sum of the carbon tax of the trading partner countries:

$$
\Delta CT_{s,t} = \sum_{j \neq i} \left( \frac{1}{28} \sum_{s=1990}^{2017} \frac{\exp_{pjs}^{s}}{\exp_{pia}^{s}} \right) CT_{t,s},
$$

where $CT_{t,s}$ represents the carbon tax revenue of trading partner $j$ in year $t$. The term $\exp_{pjs}^{s}$ represents manufacturing exports of country $i$ toward country $j$ in the year $s$; the term $\exp_{pia}^{s}$ represents the total manufacturing exports of country $i$ in the year $s$ to the rest of the world. Equation (2) weights the carbon tax in country $j$ by the long-run importance of the same country in the exports of country $i$. The term inside the parentheses depicts the average share of manufacturing exports of country $i$ toward country $j$; we average export flows over our time sample to take into consideration the possibility of measurement errors and endogeneity. The structure of long-term trade weights is uncorrelated with changes in industrial structures or relative trade costs. Thus, this approach is capable of identifying fiscal spillover shocks that are solely due to changes in trading partners’ carbon tax policies (Nekarda and Ramey, 2011; Goujard, 2017). By comparison, spillover shocks computed in Equation (2) take an average of carbon taxation using manufacturing exports as weights, so that they are not fully comparable to domestic fiscal shocks. We propose (Auerbach and Gorodnichenko, 2011, 2012) to scale foreign shocks related to carbon taxation to ease the comparison between our estimated spillover effects and the traditional multipliers of domestic fiscal policies, as follows:

$$
\Delta CT_{s,t} = \sum_{j \neq i} \left( \frac{\exp_{pjs}^{s}}{\exp_{pia}^{s}} \right) \left[ \frac{\imp_{pjs}^{s}}{\imp_{pia}^{s}} \right] \left[ \frac{CT_{t,s} \times GDP_{j,t-1}}{GDP_{i,t-1}} \right].
$$

where $GDP_{j,t-1}$ is the value of GDP previous to the base year $b$; $CT_{t,s}$ is carbon tax revenue expressed in percentage points of GDP. The first term in parentheses is the share of imports of country $j$ coming from country $i$ in base year $b$.\footnote{We use 2011 as the base year.} The term in square
brackets represents the size of the total imports of country \(j\) in base year \(b\) relative to the government spending of country \(j\) in base year \(b\). The term is used to correct the fact that certain parts of government expenditure come from imports. The last term in curly brackets represents the size of the shock related to carbon taxation in country \(j\), calculated using lagged real GDP of the year preceding the base year \(b\). Our empirical analysis is based on data related to real GDP, industrial employment, and exchange rate from Penn World tables (Veenstra et al., 2016); data for carbon tax revenue and emissions covered in each sector are collected from a new data set from World Bank: Carbon Pricing Dashboard. Data for emissions were given as a share of global GHG emissions; we converted the data to percentages and deducted them from 1, thus obtaining emissions not covered by the introduced carbon tax. Data for government expenditure is from the Eurostat database. Data for import and export are from the WITS database. The measure of fiscal spillovers as in Equation (3) draws from Auerbach and Gorodnichenko (2011, 2012), the spillovers are directly rescaled by domestic GDP; therefore, estimates are comparable to domestic multipliers. But in the literature, there is a lack of theoretical guidance on the exact size of the shocks transmitted abroad. In the context of the European Union, where fiscal policies are decided by national governments, fiscal consolidation packages are primarily designed in order to avoid curtailing the negative effects on the domestic economy. Similarly, the indirect effects of government spending on domestic private spending should be taken into consideration.

As Figure 1 shows, our measure of carbon tax–related spillovers appears quite small up to 2010 and then starts increasing steadily, suggesting the need to further investigate the potential for related cross-country spillover at the EU level. Table A1 in Appendix A2 in the Supplementary material reports the summary statistics.

### 2.3. Estimation strategy

Parametric regression models can be plagued by model misspecification issues (Hsiao, 2007); the view adopted here is that it is more appropriate to use parametric estimation strategies when the functional form of relationships under scrutiny is known. Since we cannot fully rely on this assumption, we chose to complement our parametric analysis, based on the model reported in Equation (1), with a strategy based on local linear dummy variable estimation (LLDVE) method, which was first proposed by Li et al. (2011); and eventually also applied by Silvapulle et al. (2017) and Awaworyi Churchill et al. (2019). However, LLDVE-type models are very sensitive to bandwidth selection: we select the bandwidth by leaving one unit out of least square cross-validation method as suggested by Li and Racine (2009) and Silvapulle et al. (2017).8

### 3. Results

#### 3.1. Tests

As our study involves trade-based spillovers among EU member states taking into account carbon taxation, it is likely that, due to connectivity among countries, cross-correlations of errors might be an intrinsic phenomenon; ignoring cross-sectional dependence (CSD) of errors can have serious consequences. For this reason, we start by testing for CSD using the test suggested by Bailey et al. (2016). The null hypothesis is that there is cross-sectional independence across countries in the panel. Results are shown in Table A2 in Appendix A2 of the Supplementary material; the test rejects the null hypothesis of cross-sectional independence; at the opposite, from the \(\alpha\) values we can get the conclusion of a strong degree of CSD.10

We then test for stationarity of our variables using second-generation panel unit root tests, namely, CADF and CIPS (Pesaran, 2007), for which results are provided in Table A3 in Appendix A2 in the Supplementary material.11 These tests assume a multifactor error structure using heterogeneous factor loadings to model various forms of CSD and are thus suited for our data, due to the high CSD discussed above. We further use PANIC and PANICCA tests (Bai and Ng, 2004; Reese and Westerlund, 2016) to investigate more in-depth sources of unit roots among the variables. PANIC decomposes each variable into deterministic, common, and idiosyncratic components so that the origin of the cause of non-stationarity can be traced back, that is, whether it arises from common components or from an idiosyncratic component or both. Bai and Ng (2004) imply the need to specify the number of common factors needed to represent the CSD: we assume one common factor following Westerlund and Urbain (2013), which indicates that a small number of unobserved common factors is sufficient to deal with macroeconomic examples. The test PANICCA is a mix of both approaches by Bai and Ng (2004) and Pesaran (2007), where cross-sectional averages are used in place of principal component estimates—used in Bai and Ng (2004)—to proxy for factors by pooling individual Augmented Dickey Fuller test statistics on defactored residuals to test for non-stationarity of the idiosyncratic components. Results for PANIC and PANICCA tests12 are shown in Appendix A2, in Table A4, in the Supplementary material.

In the case of the CADF test, the null hypothesis is a “homogeneous non-stationary” series, but we are unable to reject it for our variables (except for GDP and lagged GDP since the \(p\)-value is large enough compared to the CADF critical values. In the case of the CIPS test, for all the variables, except for

---

7 We convert nominal tax rates to real tax rates by dividing with GDP deflator (data from Penn World Tables).
8 Also in this case, we use 2011 as the base year.
9 Li and Racine (2009) proposes LLDVE as a superior procedure in terms of the rate of convergence for the coefficient function compared to averaged local linear estimates (ALLE) framework. It is important to note that ALLE
10 See Erteur and Musolesi (2017), Chakraborty and Mazzanti (2019a,b) for additional details on the methodological aspects.
11 The null hypothesis for the second-generation test is that all series are non-stationary; in our case, we fail to reject the null hypothesis depending on the \(p\)-values for all variables.
12 Both PANIC and PANICCA test the null hypothesis of a unit root in the idiosyncratic components of all panels.
lagged employment and carbon taxation, it fails to reject the null hypothesis of “homogeneous non-stationary.” The null hypothesis of a unit root in the idiosyncratic components of all panels is tested via the \(P_a, P_b\), and PMSB test statistics suggested by Bai and Ng (2010) and Reese and Westerlund (2016): for all variables, we fail to reject the null hypothesis. The idea of failing to reject the null hypothesis is that we are unable to comment with confidence that idiosyncratic components of the panels are free from unit root processes.

### 3.2. Estimation results

#### 3.2.1. Parametric results

One of the easiest ways to deal with unit-specific heterogeneity is time-invariant fixed effects, but the basic assumption behind fixed-effects is that the unobserved heterogeneity is constant over time, which is too stringent an assumption in regard to spillover studies. The presence of unobserved heterogeneity and cross-sectional dependence can cause inferential problems in non-stationary panels. We borrow three static and two dynamic estimation techniques of the common correlated effects (from Pesaran, 2006, Eberhardt et al., 2013, and Chudik and Pesaran, 2015).

In Table 2, we show, for both spillover types, the results from three types of static estimators: mean group (MG), common correlated effects mean group (CCEMG), and augmented mean group (AMG).13

We also perform a dynamic heterogeneous type analysis, which is presented in Table 3,14 where we used dynamic common correlated effects (DCCE) OLS and DCCE GMM estimators (Chudik and Pesaran, 2015; Neal, 2015; Ditzen, 2018).15

In the case of static estimators (Table 2), Spillover 1 and Spillover 2 appear to be positive and significant for the MG-type estimator, while for the other two types of estimators, both spillovers yield non-significant results.16 For the dynamic-type case,

---

13 The left half of the table shows results for Equation (1) using various types of static estimators, including only Spillover 1, while the right half focuses on Spillover 2.

14 Also in this case, the table reports, respectively, results including Spillover 1 (left part) and Spillover 2 (right part).

15 Advanced panel data techniques are very well adjusted to modeling various sources of heterogeneity. Panel data estimations imply severe restrictions on the CSD across units: a fixed effects model would assume independence across units, and the time-effects term critically restricts the nature of this dependence when using random effects model. Common correlated effects (CCE) estimation technique used by Pesaran (2006) treats factors as nuisance terms and is used to introduce parsimonious means to model CSD, with the aim of removing the effects of such nuisance terms by proxying them using their observable counterparts, namely cross-sectional averages and explanatory variables. The CCE approach has also been extended over time and performs well enough in a dynamic setting. The Dynamic common correlated effects (DCCE; Chudik and Pesaran, 2015) is a dynamic extension of the CCE used by Pesaran (2006) by adding lags of the cross-sectional averages to account for strong CSD. The basic assumption of DCCE and CCE is that the coefficients are randomly distributed around a common mean. The number of lags is restricted to allow for sufficient degrees of freedom, and calculated by \(\sqrt{T}\) lags are added, the motivation being that the number of cross-sectional units and time periods should grow at the same rate, which is necessary for a dynamic setting (Chudik and Pesaran, 2015).

16 The difference between the estimators of CCEMG and AMG is clearly explained in Eberhardt and Bond (2009); in our setting, the fact that in the AMG case we obtain somehow contradictory results may be justified by the potential presence of a “common dynamic process.”
TABLE 2 Static heterogeneous estimation results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>MG</th>
<th>CCEMG</th>
<th>AMG</th>
<th>Variable</th>
<th>MG</th>
<th>CCEMG</th>
<th>AMG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spillover 1</td>
<td>0.117*</td>
<td>0.278</td>
<td>–0.003</td>
<td>Spillover 2</td>
<td>0.083**</td>
<td>0.968</td>
<td>–0.005</td>
</tr>
<tr>
<td>(6.55)</td>
<td>(0.73)</td>
<td>(–0.24)</td>
<td></td>
<td>(5.26)</td>
<td>(1.50)</td>
<td>(–0.51)</td>
<td></td>
</tr>
<tr>
<td>Lagged emp.</td>
<td>1.263**</td>
<td>0.477**</td>
<td>0.257</td>
<td>Lagged emp.</td>
<td>1.463**</td>
<td>0.428**</td>
<td>0.233</td>
</tr>
<tr>
<td>(3.79)</td>
<td>(2.50)</td>
<td>(1.50)</td>
<td></td>
<td>(4.05)</td>
<td>(2.08)</td>
<td>(1.33)</td>
<td></td>
</tr>
<tr>
<td>(–1.40)</td>
<td>(–1.95)</td>
<td>(–0.41)</td>
<td></td>
<td>(–1.38)</td>
<td>(–1.33)</td>
<td>(–0.49)</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0948</td>
<td>0.0341</td>
<td>0.0565</td>
<td>RMSE</td>
<td>0.1003</td>
<td>0.0388</td>
<td>0.0565</td>
</tr>
<tr>
<td>CD test</td>
<td>0.000</td>
<td>0.087</td>
<td>0.189</td>
<td>CD test</td>
<td>0.000</td>
<td>0.046</td>
<td>0.181</td>
</tr>
<tr>
<td>CIPS</td>
<td>0.019</td>
<td>0.009</td>
<td>0.000</td>
<td>CIPS</td>
<td>0.005</td>
<td>0.235</td>
<td>0.001</td>
</tr>
<tr>
<td>Obs.</td>
<td>672</td>
<td>672</td>
<td>672</td>
<td>Obs.</td>
<td>672</td>
<td>672</td>
<td>672</td>
</tr>
</tbody>
</table>

Dependent variable is the (log of) gross domestic product; values in parentheses indicate S.E.; for the CD test and CIPS test, only p-values are furnished. Values inside parenthesis indicates values for standard errors. Symbols ***, **, and * denote significance at 1%, 5%, and 10% levels, respectively.

TABLE 3 Dynamic heterogeneous estimation results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>DCCE OLS</th>
<th>DCCE GMM</th>
<th>Variable</th>
<th>DCCE OLS</th>
<th>DCCE GMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lagged gdp</td>
<td>0.183</td>
<td>0.366</td>
<td>Lagged gdp</td>
<td>0.020</td>
<td>0.041</td>
</tr>
<tr>
<td>(1.29)</td>
<td>(1.29)</td>
<td></td>
<td>(0.16)</td>
<td>(0.16)</td>
<td></td>
</tr>
<tr>
<td>Spillover 1</td>
<td>–2.505**</td>
<td>–2.503**</td>
<td>Spillover 2</td>
<td>0.215</td>
<td>0.215</td>
</tr>
<tr>
<td>(–1.98)</td>
<td>(–1.97)</td>
<td></td>
<td>(0.48)</td>
<td>(0.48)</td>
<td></td>
</tr>
<tr>
<td>Lagged emp.</td>
<td>0.610</td>
<td>0.610</td>
<td>Lagged emp.</td>
<td>1.021**</td>
<td>1.022**</td>
</tr>
<tr>
<td>(1.54)</td>
<td>(1.54)</td>
<td></td>
<td>(2.16)</td>
<td>(2.16)</td>
<td></td>
</tr>
<tr>
<td>Carbon tax em.</td>
<td>4.499</td>
<td>4.501</td>
<td>Carbon tax em.</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>(1.09)</td>
<td>(1.09)</td>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
<td></td>
</tr>
<tr>
<td>CD test</td>
<td>0.871</td>
<td>0.870</td>
<td>CD test</td>
<td>0.730</td>
<td>0.730</td>
</tr>
<tr>
<td>CIPS test</td>
<td>0.002</td>
<td>0.002</td>
<td>CIPS test</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Obs.</td>
<td>600</td>
<td>600</td>
<td>Obs.</td>
<td>600</td>
<td>600</td>
</tr>
</tbody>
</table>

Dependent variable is the (log of) gross domestic product; Values in parentheses indicate S.E. Values inside parenthesis indicates values for standard errors. Symbols ***, **, and * denote significance at 1%, 5%, and 10% levels, respectively.

only spillover 1 appears to be significant but features a negative sign (Table 3).

3.2.2. Non-parametric results

We here extend our work to non-parametric analysis, also in relation to the lacking knowledge a priori of the functional form for the relationships under scrutiny (Baltagi et al., 1996).

We employ a bivariate nonparametric analysis to understand the effects of spillovers created due to the imposition of a carbon tax on economic growth inside the EU member states. Figure 2 reports the LLDVE time-varying coefficient estimates in relation to Spillover 1, including as a shaded area the 90% confidence interval. Figure 3 reports the corresponding results for spillover 2.17

Overall, from our non-parametric analysis, the relationship between our two modeled trade-driven spillovers and GDP shows similar behaviors, with a bit tighter confidence interval in the case of Spillover 2; on the other hand, no clear "structural" relation in the long-term appears to emerge.

4. Conclusion

The analysis in this article allowed us to address a topic that is, in our view, under-investigated, namely, the trade-related transboundary impacts of carbon policy stringency heterogeneity, with a focus on EU member states. This is done by adopting both a parametric and a non-parametric approach for the analysis. The literature already focuses on the role potentially played by carbon taxation both in driving competitiveness and in affecting the fiscal sustainability of countries; these two possible consequences of carbon and environmental taxation imply, in an institutional setting such as that of the European Union featuring policy heterogeneity, potential spillover across countries triggered by trade. Our analysis is purposefully relevant for policymakers in the European Union and in other federal systems. It is indeed so as in practice, notwithstanding the potential necessity to homogenize fiscal mechanisms, real-world situations often witness fiscal heterogeneity, especially in the environmental realm.

The set of parametric specifications regarding static and dynamic models present diversified evidence on the spillover effects, in terms of size, significance, and sign. More specifically, for static-type heterogeneous estimators, Spillover 1 and Spillover 2 appear to be positive and significant for the MG-type estimator,
while for the other two types of estimators, both spillovers yield non-significant results. For the dynamic-type case, only Spillover 1 appears to be significant but features a negative sign. Nonetheless, our dynamic analysis suggests that a negative trade-related spillover may arise due to carbon tax heterogeneity, providing a possible rationale for more homogeneity in climate policies. Turning to the case of non-parametric analysis, the relationship between our two modeled trade-driven spillovers and GDP shows similar behaviors, with a bit tighter confidence interval in the case of Spillover 2.

Due to the lacking knowledge a priori of the functional form for the relationships under scrutiny, non-parametric outcomes are preferred in this context. The evidence does not convey a clear “structural” relation in the long term between GDP and carbon tax-related spillovers. This evidence is in line with Metcalf and Stock (2020), who find in a parametric setting without spillovers a zero to modest positive impact on GDP.

Further research can investigate through ex-ante selection the most preferred model, considering parametric/non-parametric, additive/nonadditive forms, and various time-related specifications, from fixed effects to non-parametric individual time trends. In fact, it is relevant to recognize the existence of high uncertainty surrounding the true data-generating process. In general, there is a bias-efficiency trade-off when comparing parsimonious to complex models. Considering more flexible models is appealing but may come at the price of unfeasible or extremely inefficient estimates: trade-offs must be carefully analyzed across the diversified set of available models (Mazzanti and Musolesi, 2020). A better understanding of the nature of the spillovers under scrutiny is also important to disentangle different relevant dimensions of trade spillovers triggered by carbon taxation. Of course, the generality of our results, as well as their external validity, need to be subjected to significant additional research.
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