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In this article, we evaluated the performance of statistidamethods in single-group
and multi-group analysis approaches for testing group diffrence in indirect effects
and for testing simple indirect effects in each group. We ats investigated whether
the performance of the methods in the single-group approachwas affected when the
assumption of equal variance was not satis ed. The assumptin was critical for the
performance of the two methods in the single-group analysighe method using a product
term for testing the group difference in a single path coef &nt, and the Wald test for
testing the group difference in the indirect effect. Bootsap con dence intervals in the
single-group approach and all methods in the multi-group aproach were not affected
by the violation of the assumption. We compared the performiace of the methods and
provided recommendations.

Keywords: moderated mediation, moderated indirect effect, gro up difference in mediation, multi-group analysis,

simple indirect effect

INTRODUCTION

In mediation analysis, it is a standard practice to conduct ranfl statistical test on mediation
e ects in addition to testing each of the individual parameténat constitutes the mediation e ect.
Over the past few decades, statistical methods have beetopedeo achieve valid statistical
inferences about mediation e ects. The sampling distributadra mediation e ect is complicated
because the mediation e ect is quanti ed by a product of at téa® parameters. For this reason,
numerous studies have proposed and recommended methods thabtrely on distributional
assumption (e.g., bootstrapping) for testing mediation e €etg.,Bollen and Stine, 1990; Shrout
and Bolger, 2002; MacKinnon et al., 2004; Preacher and Ha064.

It is often a question of interest whether a mediation e ecttie same across di erent
groups of individuals or under di erent conditions, in other wis, whether a mediation e ect
is moderated by another variable (called a moderator) tmaticates the group membership
or di erent conditions. For examplel.evant et al. (2015found that the mediation e ect of
endorsement of masculinity ideology on sleep disturbangeptoms via energy drink use was
signi cantly di erent between white and racial minority gups.Schnitzspahn et al. (201fgund
that time monitoring mediated the e ect of mood on prospectiveemory in young adults, but
not in old adults.Gelfand et al. (2013howed that the e ect of cultural di erence (US vs. Taiwan)
on the optimality of negotiation outcome is mediated by harrgamorm when negotiating as a
team but not when negotiating as solos. In these studiespibaiation e ect was moderated by
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a categorical moderator (e.g., racial group, age groupodel 2in Preacher et al. (200,7in which the moderator is a
experimental condition). With a categorical moderator, thecategorical variable with two levels. When comparing therict
moderated mediation e ect concerns the dierence in thee ect between two groups, estimating and making statistical
indirect e ect between groups. Treating a moderator catezgdri inferences about the following two e ects are of interestskir
is appropriate when the moderator is truly categorical, butwhat is the estimated di erence in the indirect e ect between
it is not appropriate to create groups based on arbitrarythe groups? Second, what is the estimated indirect e ect il eac
categorization of a continuous moderatorMéxwell and group (i.e., simple indirect e ect)?
Delaney, 1993; MacCallum et al., 2002; Edwards and Lambert, In the single-group analysis, a (set of) categorical vagiabl
2007; Rucker et al., 20115 indicating the group membership is used as a covariate in the
Structural equation modeling (SEM) is a popular choice formodel and an interaction term of X with the group membership
many researchers to test a mediation model and to conduct @roup) is included to test the dierence in the X to M
formal test on mediation e ects. In SEM, the mediation e ect canrelationship between groups (Seigure 2A).
be speci ed as an indirect e ect\(win and Hauser, 1975; Bollen, ~ The interpretation of the parameters depends on how the
1987 such as “the indirect e ect of an independent variable (X)group membership is coded. For example, when the group
on a dependent variable (Y) via a mediator (M)” in which X membership (Group) is dummy coded a®D1Group 1 and 0D
a ects M, which inturn a ects Y. For incorporating a categorical Group 2,a; D simple e ect of X on M in Group 2a2 D group
moderator, there are two approaches in SEM: single-group andi erence in conditional mean of M for those whose level of X
multi-group analysis. In the single-group analysis approdleh, is at zero (i.e., conditional mean of M in Group 1—conditibna
categorical moderator is represented by a variable, or afset mean of M in Group 2)az D di erence in simple e ect of X on
variables, in the model. On the other hand, the multi-groupM between groups (i.e., simple e ect of X on M in Group 1—
analysis approach uses the categorical moderator to sephgete simple e ect of X on M in Group 2). lfag 600, it means that the
observations into groups at each level of the moderator, &ed t relationship between X and M is not the same between groups.
moderator does not appear in the model as a variable. When the relationship between X and M diers between
In this article, we present the single-group and multi- groups, the indirect e ect of X on Y via M is conditional on the
group analysis approaches to comparing indirect e ects betweegroup membership, because the indirect e ect consists of X to
groups, and introduce statistical methods in each approach favl relationship and M to Y relationship. In the model shown
testing the group di erence in the indirect e ect and for testjy  in Figure 2A, an estimate of the indirect e ect of X on Y via
the simple indirect e ect in each group. Then we present au is obtained by & C & Group Q(Preacher et al., 20D7So
simulation study to compare the performance of the methods. Inhe simple indirect e ect (i.e., the conditional indirect e 8¢
particular, we examine how robust the methods in single-group
analysis approach are when the assumption of homogeneity of

variance is not satis ed (the assumption is described in arlat - .
section). A Single-group model
X*Group o
GROUP DIFFERENCE IN INDIRECT .
EFFECT AND SIMPLE INDIRECT EFFECT Group <5 T ol
IN EACH GROUP g
a, e
We use the following example throughout this article. Suppose s ¢ il
that we hypothesize a mediation model in which the e ect of an
indepe_ndent va_riable X on a dependent variable Y is mediated by g Multi-group model
a mediator M Figure 1).
We also hypothesize that the X to M relationship is not g [
the same in two groups of individuals (e.g., men and women). Ay bei
This model can be considered as a special case of the rst P
stage moderation model Edwards and Lambert (200@nd the X és Y Group 1 (G1)
<
-« . M bes Group 2 (G2)
M
X , % [
€62
<
X ¥ _ . . 4
FIGURE 2 | (A) Single-group and(B) multi-group analysis models for testing
group difference in the indirect effect. I{A) single-group model, Group is a
FIGURE 1 | A mediation model. categorical variable that indicates distinctive group meivership.
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TABLE 1 | Methods for testing group difference in a path, group d ifference in the indirect effect, and simple indirect effect in e ach group.

Abbreviation Description

SINGLE-GROUP ANALYSIS

Group difference ina path ng zD &=sey3
Group difference in the indirect effect W‘ﬁﬁ Wald test foragb D 0
Simple indirect effect in each group Pcad Percentile bootstrap ClI for the simple indirect effect in ezh group
Bcﬁ‘d Bias-corrected bootstrap ClI for the simple indirect effectn each group
MULTI-GROUP ANALYSIS
Group difference ina path LRY Likelihood ratio test foragy D agy
Group difference in the indirect effect LFl("j’i'ff Likelihood ratio test foragbgy D agpbgz
wh Wald test foragi b1 D agobgay
PC(’Q’:ff Percentile bootstrap ClI for the group difference in the indéct effect
BC(’Q’i'ff Bias-corrected bootstrap Cl for the group difference in thendirect effect
Mcg’i'ff Monte Carlo CI for the group difference in the indirect effdéc
Simple indirect effect in each group Pcmd Percentile bootstrap ClI for the simple indirect effect in ezh group
Bci’\r/\ld Bias-corrected bootstrap ClI for the simple indirect effectn each group
MCMd Monte Carlo con dence interval for the simple indirect effecin each group

The superscripts “S” and “M” indicate the single-group and multi-group pproaches, respectively. The subscript “ind” indicates the simple indiréeffect in each group; the subscript
“diff” indicates the group difference in the indirect effect. Cl, cordence interval. We used 95% con dence for all interval estimates.

estimate is@ C &.1/ D & C & Fin Group 1 (coded 1), abbreviation, the superscripts “S” and “M” indicate the s@gl
and C &.0 ©D gFin Group 2 (clqded 0). Tl?e estimated group and multi-group approaches, respectively. The subscript

. . - . indicate which e ect is tested by the method, e.g., “di ” mean
group di erence in the indirect e ectis & C & e QllS)D the group di erence in the indirect e ect, “ind” means the singl

Q@(Hayes, 2016 indirect e ect in in each group.
In multi-group analysis, group membership is not used

as a predictor variable in the model. Instead, a set oNormal-Theory Standard Error

hypothesized models (e.g., a set of two models if there are tWithe normal-theory standard error method is based on the

distinctive groups) are speci ed and estimated simultan@ous assumption that the sampling distribution of the estimate fato

(SeeFigure 2B). The group dierence in the simple e ect of 3 pnormal distribution. In testing an indirect e ect, it is well

X on M (that is estimated byg in the single-group analysis) known that the normality assumption is not appropriate to

is estimated by &1 (g2 . The simple indirect eect is represent the sampling distribution of the indirect e ect, and

estimated by@15&: and &5 in Group 1 and in Group 2, the normal-theory based method do not perform well in testing

respectively. The estimated di erence in the indirect e ect isthe indirect e ect (e.g.,MacKinnon et al., 2002; Shrout and

%1&1 Gﬁez@;z ) Bolger, 2002; MacK_inrjon et al., 2004; Preacher and Selig).201

In moderated mediation modelsPreacher et al. (2007has
advocated the bootstrapping methods over the normal standard

STATISTICAL INFERENCES error methods for testing the simple indirect e ect.

There are numerous methods for making statistical infeesnc Bootstrapping Methods
about the simple indirect e ects and inferences about the grou The bootstrapping methods can provide interval estimates
di erence in the indirect e ect. The methods can be categadize without relying on a distribution assumption. For this reaso
into the following branches: (1) normal-theory standardar(2)  the bootstrapping methods have been recommended for testing
bootstrapping methods, (3) Monte Carlo method, (4) likelihoodindirect e ects in previous studies (e.¢acKinnon et al., 2004;
ratio (LR) test, (5) Wald test Table 1summarizes the methods Preacher and Hayes, 2Q04The bootstrapping methods can
and shows the abbreviation to refer to each method. In thde applied for obtaining interval estimates for any e ect of
interest, e.g., simple indirect e ect in Group 1, simple indire
lin mediation analysis, the poor performance of the method based an th® €Ct in Group 2, group dierence in the indirect e ect. In
normality assumption is well-known. We included the normal theory s@nd ~ bootstrapping methods, a large number of bootstrap samples
error method in the simulation study. As expected, and consisteith whe (e.g., 1,000 bootstrap samples), whose sizes are the same as
previous ndings in the literature, the normal standard error method didt  a original sample size, are drawn from the original sample

perform well. We introduce the method here for the purpose of reviewingipres/ with replacement. An estimate is obtained in each bootstral
literature but do not consider the normal-theory standard error metheddafter p ' p

to avoid redundancy. The normal-theory standard error does not appear isample. An empirical sampling distribution is constructed
Table 1 We do not present simulation results regarding this method. using the set of 1,000 bootstrap estimates. From the bootstrap
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sampling distribution, percentile bootstrap con dence intals and S& are generated from the multivariate normal distribution

([100 (1 a)]%) can be computed by theaf2) and (1 a/2) shown in (1). The superscripf denotes the parameter values

percentiles. Bias-corrected bootstrap con dence intesealn be generated by Monte Carlo method. In each replication, the
computed with the percentiles adjusted based on the proportiogimple indirect e ect estimate is computed hglﬁgl in Group

of bootstrap estimates lower than the original sample eseémat; ;.4 by ggzggz in Group 2. The group dierence in the

(seeMacKinnon et al., 2004 o . c
In the single-group analysis, the estimate of the simplénd'red e ect is computed by 6&6& %26?;32 - The Monte

indirect e ect in each group is computed by C & £ in Carlo con dence intervals ([100 (1 &)]%) are obtained by
Group 1 (coded 1), an@@ in Group 2 (coded 0) in each the @/2) and (1 a/2) percentiles in the set of generated values.

. . For the simple indirect e ect in Group 1, the Monte Carlo
bootstrap sample. The superscriptdenotes that the estimates . M -
are obtained in bootstrap samples. In each group, the pere:entiFOn dence intervals K_/Icind) are computed us.lng the set of
(PG, in Tablel) and the bias-correctedBC,) bootstrap 8%, 5% values, and using the set a%,5%, values in each group,
con dence intervals for the simple indirect e ect are computed 'éSpectively. The Monte Carlo con dence interval for the group

from the bootstrap sampling distribution [i.e., the distition of ~ di erence in the indirect e ect MCY ) is obtained using the
& C @ ¥ for Group 1; and the distribution o) for Group ~ set of &%, @S,E%, values. The Monte Carlo method

2] as described above. , , __is less computer-intensive and less time-consuming than the
In the multi-group analysis, the estimate of the simple irdir bootstrapping method.

e ect is computed bya, 6, in Group 1 and&,k, in Group 2. o )

The percentile PGY,) and the bias-correctetB((.',Gmd) bootstrap  Likelihood Ratio Test

con dence intervals for the simple indirect e ect are obtathe The likelihood ratio (LR) test and the Wald test can be used to
from the distribution onl%l and the distribution onZQZ, test a (set of) constraint. The LR te&tegntler and Bonett, 1980;
in Group 1 and Group 2, respectively. The percent ") Bollen, 198Yis obtained by estimating two nested models with
(M1) and without (Mp) the constraints. The LR test results in a
chi-square statistic with the degrees of freedom (df) etuéhe

di erence in the number of freely estimated parameters in the

and the bias-corre(:tecB(C'(;I ) bootstrap con dence intervals for
the group di erence in the indirect e ect are obtained from the

bootstrap sampling distribution of @, %, G,k - two models.
L.M
Monte Carlo Method 2D 2log V' b 2og[L.My] f Zog[L.Mo/lg
The Monte Carlo method provides a statistical test or an indérv L.Mo/
estimate of an e ect by generating parameter values with a (2

distributional assumption (e.g., multivariate normal). Resting
the group dierence in the indirect e ect in the multi-group

analysis model, the parameter estimates and standard earers ) . | )
used to specify a joint sampling distribution of the parametefMulti-group analysis model, by comparing two models with and

estimates from which the parameter values are generated for4thout the constrainiagy D acp, with df D 1 (LF!Q")._Likevv_ise_,

large number of replications, e.g., 1,000¢acher and Selig, 2012: the LR test can t_>e used to test the_group dl_erence inthe |m1|_re
Ryu, 2013, such that the joint distribution of the four parameters € €Ct by comparing two models with and without the constraint
ac1, be1, acs, and bgy is a multivariate normal distribution 26161 D aczbea,

whereL .M/ D likelihood of modelk. The LR test can be used
to test the group di erence in the “X M” relationship in the

with df D 1 (LRY ).

shown below. Wald Test
The Wald test\(Vald, 1943; Bollen, 1938valuates a constraintin
2 3 02 @513 2 @ 31 amodel in which the constraint is not imposed. For testing grou
bGl & 01 CZG di erence in the indirect e ect, the constrairdgb D 0 is tested in
lé MVN %g 12 g 1 Z% (1) thesingle-group analysi$\($ ). The Wald statistic (with db 1)
aG &°'40 0 @, . _ '
beo & 0o 0 0 CZGZ is obtained by

W D @=avar Q 3)
where &;, b&1, &, and B, are the estimates in the original ¢

sample, andQg;, Q. Q. and Q, are the estimated standard
errors in the original sample. The parameters in Groupag:(
bgc1) are independent of the parameters in Groupaa4, bc2) of Q, i.e., estimated asymptotic variance &% Likewise, for
because Group 1 and Group 2 are independent as long as tkesting group di erence in the indirect e ect in the multi-gugp
assumption of independent observations is valid. In medmatio model, the constrainbgibg: D agbg; is tested Wg’i' ). The
model, the covariance betwearand b paths are often replaced wald statistic (dfD 1) is obtained by (3) with1 D agibe1

with zero Preacher and Selig, 20180 the covariance betwean  as,bg, in the multi-group model.

andb paths is zero in each grouf);; ag, D 0; @, aq, D 0). For A previous simulation study Ryu, 201% compared the
a large number of replications, parameter valﬂ§§, 52/;1, égz, performance of di erent methods for testing group di erence in

Where 1 D azbandavar @ D estimated asymptotic variance
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the indirect e ect in multi-group analysis. In the previoususly, (i) comparing the indirect e ect between groups, (iii) testing
the LR test performed well in terms of Type | error rate andsimple indirect e ect in each group. The methods we considered
statistical power. The percentile bootstrap con dence imgds are summarized iffable 1 We also evaluate how robust the
for the group di erence in indirect e ect showed coverage sate methods in the single-group analysis are when the assumption
that are close to the nominal level. The bias-corrected &ftomp  of equal variances does not hold between groups. We expected
con dence intervals were more powerful than the percentilethat the performance of the methods in multi-group analysis
bootstrap con dence intervals but the bias-corrected sb@p would not be aected by the violation of the assumption of
con dence intervals showed in ated Type | error rates. equal variances, because the multi-group analysis modes$ do
not rely on the assumption. In the single-group analysis, we

expected that the performance of thg; and W3 methods

SINGLE-GROUP AND MULTI-GROUP would be aected by the violation of the equal variance
APPROACHES assumption, and that the con dence intervals produced by the
_ _ o _ bootstrapping methodsRG? ;, BC,,) would not be a ected by
The multi-group analysis model shown iRigure 2B is 1ess e violation of the assumption. The estimates are expected to
reStr|ct|\(e the single-group analy5|§ model showrFigure 2A. ¢ unbiased regardless of the equal variance assumptioedola
In the single-group model shown iffigure 2A, b and ’paths T bootstrap sampling distribution is constructed using the
are assumed to be equal between groups, whebeasd @ estimatesin bootstrap samples. Therefore, as long as thativio
paths are allowed to di er between groups in the multi-group of the equal variance assumption does not a ect the unbiasesine
model, unless additional equality constraints are imposet  of the estimates, the performance of the bootstrap con dence

possible to specify a single-group model that alloar @paths  jntervals is not expected to be aected by the violation of the
to dier between groups. In order to allow these parametersassumption_

to di er between groups in the single-group model, additional
parameters need to be estimated or additional interactiomse

need to be added. If the model shownkigure 2A is modi ed SIMULATION
by specifying the path coe cients “Group Y” and “X Group

I Y”to be freely estimated, that will allo&to di er between We used the mediation model shown iRigure 2B as the

groups. In order to allowb to di er between groups, the model population model. There were two distinctive groups (denoted

needs an additional variable “NBroup” and the path coe cients by Gll _and 632)' Wel cqnsidered a total of 63 conditions: 21
“Group! Y”and“M Group! Y”need to be freely estimated. populations 3 sample sizes.

The multi-group model can be simpied by imposing equalty | > SHoMt WTERE 2 (he 50 POPUEONS TEIe BeEl
constraints; D 6%, and / or &, D Ssy. P

; . . aths (Populations I, 1, and Ill) and seven sets of parameter
In the single-group model, the variance and covariancé (Pop ) P

. \halues for residual variances (Populations -0, -M1, -M2, -M3,
parameters are assumed to be equal as well, whereas in g ", -Y3). In Population |, there was no group di erence
multi-group model those parameters are not restricted to be " ' | X

L . ~1in the indirect e ect bgi D 0.165; D 0.165). In
the same between groups unless additional equality conssrai : @aibr | é}ezbez. )

. - ) . ) Population II, there was no indirect e ectin G1; there was a Bma
are imposed. Speci cally, in the single-group analysis model
(as shown inFigure 2A) the residual variances of M and Y
are assumed to be equal in both groups. The equal variance _
assumption in the single-group analysis is one of the Stad]darTAELEZ | Parameter yalues for'structural paths  aand b, and for residual

. . . . . variances of M and Y in population.
assumptions in general linear models. The assumption is tieat t
conditional variance of the dependent variable is homoges&d  Population Parameter values
all levels of the independent variables. For example, in ssgva
analysis, the conditional variance of the dependent vagiabl PARAMETER VALUES FOR STRUCTURAL PATHS

assumed to be equal at all levels of the predictor variable. [Pppulation! ag1 D 0.424, b D 0.390; agp D 0.424, bz D 0.390
between-subject analysis of variance ot-test to compare two Population II a1 D 0.000, bgy D 0.390; agp D 0.141, bgp D 0.390
independent means, the within-group variance is assumedto [opulation i1l ag1 D 0.000, bgy D 0.390; agp D 0.424, b, D 0.390
equal across all groups. Itis well-known that the empiricgddy  PARAMETER VALUES FOR RESIDUAL VARIANCES
error rate can be di erent from the nominal level when the efjua 0 M6l D10, vy D10 Mgy D10, ygyDLO
variance assumption is violated (ejox, 1954; Glass et al., 1972;M1 M.c1/ D05, vy gy D10, ygy D10, vy D10
Dretzke et al., 1982; Aguinis and Pierce, 1998 M2 M6/ D05 vy D10 MGy D15 ygyD10
The purpose of this study is to introduce the single-group anav3 M.cy D05, y gy D10, pey D20, ygyD10
multi-group approaches in SEM to comparing indirect e ectsy1 My D10, ygyDO5 ey D10, vy D10
between groups, and to empirically evaluate the performance mcy D10, ygyDO5 pmayD10, ygy D15
of the statistical methods. Speci cally, we aim to empiricall v3 mcy D10, y gy DO5 ey D10, vy D20

evaluate how well the statistical methods (summarized in

. . . .. 21 populations were created by 3 (structural paths) by 7 (residual variancgsombinations,
Table ]) perform for three questlons in the moderated medlatlone.g., Population |1-0, Population I-M1, ..., Population IlI-Y3. The direct effects of X on Y

model: (i) comparing thea path (X! M) between groups, €%, b €%, D 0in all populations.
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indirect e ectin G2 @ag1bs1 D 0.000ac2bc2 D 0.055); the group We analyzed each of the generated data sets both in single-
di erenceintheindirecte ectwasagibc: agobgz D 0.055. group analysis (D Group 1, 1D Group 2) and in multi-

In Population 111, there was no indirect e ect in G1; there was agroup analysis to test the group di erence &path, the group
large indirect e ect in G2 c1bc1 D 0.000ac2bc2 D 0.165); the  di erence in the indirect e ect of X on Y via M, and the simple
group di erence inthe indirect e ectwas—0.165. The directete indirect e ect in each group. We used the methods summarized
of X on Y was set to zero (i.&8; D &, D 0) in all populations.  in Table 1 We provide the sample syntax for data generation and
It has been shown in a previous simulation stuéy (i, 201»that  analysis in the Appendix.

the population value of the direct e ect had little in uence ohe

performance of the ve methods for testing the group di erence Evaluation of Methods

"1 m?we(l:t etECt'”\]N'th each set of tf:te para;netg(rj va:lue; forIn order to check the data generation and estimation, we rst
structural pains, there were seven patierns of residuai Ve oo yined the bias of the estimates. Bias was computed by

of Mand Y. In Population -0, the residual variances of M and Y mean of estimates—true value in the population). Relative bia

were equal between the groups in the population. In Population, as computed by (bias/true value in the population) for the

-M1, -M2, and -M3, the residual variance of M was smaller in G1, . .
’ " ! . . e ects whose population values were not zero. In the single-
In Populations -Y1, -Y2, and -Y3, the residual variance of ¥ wa hop 9

ler in G1. Note that th tsi ied d di th roup analysis, we compared the following estimates to their
smafer in ©1. Note thatne e ect sizes vaned depending on éorresponding population values: individual path coe cients
residual variances. The proportions of explained variance in

and Y in the 21 populations are summarizedTiable 3 Q, @, B the simple indirect e ect in Group 195 and the

We considered three di erent sample sizes for each of the 2§iMple indirect e ect in Group 2 & C &  In the multi-
populations. Sample sizerig; D 150:ng, D 150. Sample size 2; 9roup analyss, we co_mpared the follpyvmg estimates tp their
ne1 D 200;ng, D 100. Sample size @1 D 100;ng, D 200. With corresponding population values: individual path coe cients
Sample size 2, the residual variances were smaller in therlardu. b1, &, B, the simple indirect e ects in each group
group. With Sample size 3, the residual variances were small@s b1, &6, and the group di erence in the indirect e ect
in the smaller group. We used Mplus 7 for data generation g 8, Gag, b, .

and estimation {luthén and Muthén, 1998-20).2We used To evaluate the performance of the methods, we examined the

Pejection rates that can be interpreted as Type | error rategfwh
the e ect was zero in population) or statistical power (when there
was a non-zero e ect in population) for each method. For the z
test ofag path (z33), LR test LRY, LRY ), and Wald test\3 ,

Wg’i' ), we useda D 0.05 criterion. For con dence intervals

Population Group 1 Group 2 (95%), we computed the rejection rate by the proportion of
replications in which the interval estimates did not includea

samples. We conducted 1,000 replications in each condition.

TABLE 3 | Proportion of explained variance in M and Y in popula  tion.

. ! . Y We also examined coverage rates, width of con dence interva
1-0 0.152 0.152 0.152 0152 rate of left-side misses, rate of right-side misses, anio @it
I-M1 0.264 0.094 0.152 0152 left-side misses to right-side misses for interval estenat
1-M2 0.264 0.094 0.107 0.204
I-M3 0.264 0.094 0.082 0.249
-1 0.152 0.264 0.152 o1s2  RESULTS
::i gizz 2522 21:2 8:;2; As expected,. the estimateg were unbiased in fi” populgtiorhs wit
o 0.000 0130 0019 0134 all sample sizes. In the smgle-grqup a_lnaly5|s, the bias dange

’ ’ ’ ’ from 0.007 to 0.005, and the relative bias ranged fror0.038
fI-ML 0.000 0.071 0.019 0134 5 0.007. The estimates obtained in the single-group aizalys
II-M2 0.000 0.071 0.013 0188 \vere unbiased regardless of whether the assumption of equal
II-M3 0.000 0.071 0.010 0-235  yesidual variances was satis ed. In the multi-group anialythe
-y 0.000 0.233 0.019 0134 hias ranged from 0.004 to 0.007, and the relative bias ranged
11-y2 0.000 0.233 0.019 0.09%  from  0.011to 0.051.
I-v3 0.000 0233 0.019 0.072 We present the simulation results in three sections: methods
-0 0.000 0.132 0.152 0152 for testing the group di erence i path, methods for testing the
in-m1 0.000 0.071 0.152 0152 group di erence in the indirect e ect, and methods for testing
h-m2 0.000 0.071 0.107 0204 simple indirect e ect in each group.
11-M3 0.000 0.071 0.082 0.249
1-y1 0.000 0.233 0.152 0.152 . .

Group Difference in a Path
::::z g:ggg 2222 gi; g:;g; Table 4shows the empirical Type | error rates (nomireeD 0.05)
of the methods for testing the group di erence@path in single-

See Table 2 for population parameter values. group (z§3) and multi-group analysislR¥) in Population I.
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TABLE 4 | Type | error rates of the methods for testing group diffe rence in a path.

Sample size
nNG1 D 150; nNG2 D 150 NG1 D 200; NG2 D 100 NG1 D 100; NG2 D 200

Population z§3 LRM z§3 LRY 223 LRM

-0 0.051 0.049 0.052 0.051 0.056 0.053
I-M1 0.055 0.052 0.086 0.056 0.031 0.053
1-M2 0.048 0.051 0.113 0.057 0.019 0.058
1-M3 0.048 0.047 0.129 0.057 0.015 0.056
I-Y1l 0.051 0.049 0.052 0.051 0.056 0.053
1-Y2 0.051 0.049 0.052 0.051 0.056 0.053
1-Y3 0.051 0.049 0.052 0.051 0.056 0.053

The superscripts “S” and “M” indicate the single-group and multi-group pproaches, respectively. W, Wald test; LR, likelihood ratio test. Se®able 1 for description of each method.
See Table 2 for population parameter values. The Type | error rates that are smallthan 0.025 or greater than 0.075 are shown in bold.

e — 10 ~@=lML == M2 —e—II3
04 | ——s==[-Y1 —n =|]-Y2 seeeoeee |1-Y3
—
2 03 - =~
8 ’ ‘ e \-\\.\\* ,’)
A—— .-—AE-:-“ i = 2
02| ———== S —
S
T
0:1 - e
0.0 + —o- — — n— -
\z_a3 (Single)| LR_a (Multi) z_a3 (Single) LR_a (Multi)|z_a3 (Single)|LR_a (Multi)‘
B n_G1=150, n_G2=150 n_G1=200, n_G2=100 n_G1=100, n_G2=200 ‘
1.0 s g s T DR
O . o -———_,—A
‘ - - e—r —
0.9 1 T " v -~
o ~ 4 2 Sk >
Q
3 08 B
[=]
[~ %
0.7 1
0.6 - —— |[1-0 - = - |lI-M1 - a=[lI-M2 —— |||-M3
‘ —-—s==|ll-Y1 —_—s = |lI-Y2 ceeroeee [[1-Y3
05
\z_a3 (Single)| LR_a (Multi) z_a3 (Single) LR_a (Multi)|z_a3 (Single)|LR_a (Multi)‘
n_G1=150, n_G2=150 n_G1=200, n_G2=100 n_G1=100, n_G2=200 ‘
FIGURE 3 | Empirical power for testing group difference in X to M r elationship ( a path) in Population Il (A) and in Population I1(B). See Table 1 for
description of the methods.

The Type | error rates of theR)! method stayed close to the ng, D 200). Whether or not the residual variance of Y was equal
nominal level. But the§3 method resulted inin ated Type l error between groups did not a ect the Type | error rates of li%
rates when the residual variance of M was smaller in the groumethod.Figure 3shows the empirical power of the two methods
with a larger sample size (Populations I-M1 to I-M&;; D 200;  for Populations Il and Ill.
ng2 D 100). Thezas13 method resulted in de ated Type | errorrates  Note that the e ect sizes are di erent in di erent populations.
when the residual variance of M was smaller in the group withFigure 3 is to compare the two methodzs@_?3 and LRY in each
a smaller sample size (Populations I-M2 and I-Mi@z D 100; condition. When the group sizes were equal, the power was
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similar for the two methods. When the residual variance of Bbw 0.065 with Sample size 3. The equality of residual variandds of
not equal (Populations [I-M1 to 1I-M3, Populations IlI-M1 to lll- and Y in the population did not a ect the Type | error rates of the
M3), thez§3 method showed higher power than th&' method ~ ve methods in the multi-group analysis. The Type | error rate

with the Sample size 23¢1 D 200;ng2 D 100); thezg3 method  of the BC’t;’i' method were slightly higher than the Type | error
showed lower power than tHeR;" method with the Sample size rates of the other methods.

3 (hg1 D 100;nc2 D 200).

. . . Power
Group Difference in the Indirect Effect The empirical power for testing the group dierence in the
Type | Error Rates indirect e ect in Populations Il and Ill are shown ifrigure 4.

Table 5shows the empirical Type | error rates of the methods for  Note that the di erence in empirical power across populations
testing the group di erence in the indirect e ectin Populatidn  (j.e., across di erent lines) are due to dierent e ect sizes as
The Type | error rates for th&v3 method were higher than  shown inTable 3 TheBGY method showed higher power than

the nominal level when the residual variance of M was smallgfe other methods. Thwg’i' method showed lower power than

'In,vfgfa gro%pzvggh a I%;gf(r);gmpcljetﬁlz? (Po?ulatlonstl-M2 anokhe other methods in multi-group analysis. For Populatioh Il
V3 Nat NGz ); and the Type | error rates were ;. \ o the group di erence in the indirect e ect was larger,

\?vn;sal,lc,?’r:;“:?i;hti:(;?ygslv:/i\lge;\;v;(;“et?za:rensplijeuglz\(/ea(rll"in;ﬁqa?ifo ntghe di erences in empirical power between the methods were
} i e D reater with the sample sizgs; D 200;ng D 100, i.e., when
,IEhM%I_tO I"Yl?” nGl? loe’Ph?ésD Z%a)'gh':sr'i? ‘Z'm'lar Patternto e indirect e ect was zero in the larger group and larger in
€ 'ypelerrorrates ot method in fable . the smaller group. When the residual variance of M was not
For the ve methods in the multi-group analysis, the Type quual between groups (e.g., I-M1.,..., 11-M3, [11-M1,..., M3)

error rates ranged from 0.049 to 0.068 with Sample size 1; dang S . :
from 0.047 to 0.070 with Sample size 2; and ranged from 0.053 ?c])e Wg; method yielded higher power than the other methods

with the sample sizag; D 200;ngz D 100. Note that thelva

method showed in ated Type | error rates in these conditions.
TABLE 5 | Type | error rates of the methods for testing group diffe rence in The W(? method yielded lower power than the other methods
i

the indirect effect. . . .
with the sample sizag; D 100;ngz D 200. In these conditions,
M¢  BCM.  wmclMy  the Type error rates were lower than the nominal level.

Population ws LRM wM

diff diff diff PC

SAMPLE SIZE 1: ngy D 150; ngz D 150 Coverage Rates, Width, and Misses

-0 0.040 ~ 0060 0058 0061 0067 0062  Three methods in multi-group analysis produced 95% con denc
I-M1 0037 0054 0051~ 0049 0055 0057 intervals for the group di erence in the indirect e ec®CY |

:mz 2'222 2'222 g'g: g'gzz 2'222 2'222 Bdc‘i’i' , and MCQ’i' . The results showed similar patterns in all
1 0042 0061 0062 0067 0.063 0.060 _simulation conditions. The_ performance of the th_ree con cdnen
Ly2 0040 0066 0065 0059 0068 ooes  Intervals was comparable interms of coverage, width, andesis
Lya 0038 0066 0062 0062 0,066 0,065 The coverage rates of tHédg’i' con dence intervals ranged
SAMPLE SIZE 2: ngy D 200; ngp D 100 from 0.927 to 0.951 (avera@e0.939). The coverage rates of the
10 0.044 0050 0054  0.056 0.060 0.051 BC'(;’i' con dence intervals ranged from 0.923 to 0.947 (average
I-M1 0.063 0047  0.047  0.058 0.053 0.051 D 0.935). The coverage rates of lMé:('}’i' con dence intervals
I-M2 0.086  0.053  0.055  0.055 0.061 0.053 ranged from 0.926 to 0.949 (averdge0.934). On average, the
I-M3 0.105  0.057  0.059  0.055 0.062 0.062 coverage rates were slightly lower than the nominal leveé T
B%] 0.047  0.056  0.058  0.061 0.064 0.055  width of the con dence intervals produced by the three method
I-Y2 0.046  0.058  0.060  0.059 0.064 0.059  was similar to one another. The average width was 0.248 for
1-Y3 0.044  0.057  0.059 0.064 0.070 0.060 Pd&’i' ,0.250 forBd(;’i' ,and 0.246 foMC&’i' .

SAMPLE SIZE 3: ng; D 100; ngp D 200 For Pd&’i‘ , the average ratio of left-to right-side misses was
-0 0.049 0054 0054 0060 0059 0054 3 497 1927 and 1.824 in Populations I, I, and IlI, respebti

I-M1 0018 0054 0053 0054~ 0064 0058  por pcfl | the average ratio was 1.274, 1.521, and 1.249 in
:mz 2'213 g'gig g'gis Z'gz 2.3563513 g'ggz Populations I, 11, and Ill, respectively. F(MCQ’i' , the average
1 005 0058 0059 0057 0.064 oos1  Tatio was 1.397, 1.783, and 1.664 in Populations I, _II, and 1l
Ly2 0047 0060 0056 0058 0.064 0.062 respect!vely. _AII three con der)ce mjrervals showed higheesa
va ooi2 0060  0ose 0083  ooss  oose Of left-side misses than right-side mis&eBheBCy con dence

intervals were most balanced (i.e., average ratio closgr to 1

The superscripts “S” and “M” indicate the single-group and multi-group pproaches,
respectively. W, Wald test; LR, likelihood ratio test; PC, percentileootstrap; BC, bias-
corrected bootstrap; MC, Monte Carlo method. SeeTable 1 for description of each  2The con dence intervals were obtained faigibe1  acbes . The rates of left-
method. The Type | error rates that are smaller than 0.025 or greater than 0.075a@r  side and right-side misses would be reversed if the group di eréncelculated in
shown in bold. the opposite direction.
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FIGURE 4 | Empirical power for testing group difference in the in direct effect in Population Il (A) and in Population I1(B). See Table 1 for description of the
methods.

Simple Indirect Effect in Each Group slightly more powerful than the other methods. TRE ,, PGV,
Type | Error Rates and MCMd showed similar power.

The indirect e ect was zero in Group 1 in Populations Il and III.

The Type | error rates for testing the simple indirect e ect areCoverage Rates, Width, and Misses

shown inTable & The results were similar in Populations Il and |, the single-group analysis, the coverage rates of Rﬁ%d

11, and the results for Population Il are shown ifable 6 con dence intervals ranged from 0.926 to 0.952 (aver@ge
In the single-group analysis, the Type | error rates were &igh 0.939). The coverage rates of tBE>, con dence intervals

for the BG> ; method than for thePC) | method. In the multi-  ranged from 0.919 to 0.950 (averdn®.934). In the multi-group

group analysis, theQ andMCM methods showed the Type | analysis, the coverage rates ranged from 0.920 to 0.962(mver

error rates that were close to the nominal level. OveraIIB%d D 0.937) for theP(.}'z'd method; from 0.910 to 0.953 (averae

method resulted in higher Type | error rates than tﬁé',f‘r’]'d and 0.932) for theBCf\rﬁ'd method; from 0.919 to 0.962 (averabe

MCi"r’]' methods. The Type | error rates of tIEiCI"r’]'d method were 0.938) for thel\/ICi'\rfd method. The results showed similar pattern

greater than 0.075 in some conditions (shown in bold). in Populations 1, I, and Ill. We present the coverage rates for

Group 1 in Population Il inFigure 6.
Power The BCI?1d and Bdl‘rfd methods yielded lower coverage rates

Figure 5 shows the power for testing the simple indirect e ect than the other methods. ThEG. 4, PGy, andMCly methods

in Group 2 in Population II, in whicha D 0.141 ancb D 0.390. Showed more accurate coverage rates tharBg, and BC),,

Whena D 0.424 andb D 0.390 in population (i.e., both groups methods.

in Population I, and Group 2 in Population 1I), the power for ~ On average, the con dence interval methods in the multi-

testing the simple indirect e ects in each group was very high i 9roup analysis resulted in wider intervals than those in thgle-

all conditions. group analysis. The average width across all conditions vtd50
Again, note that the dierence in empirical power acrossfor PGy, and 0.148 foBC; ;. In the multi-group analysis, the

populations (i.e., across di erent lines) are due to di erent ete  average width was 0.169 G, 0.172 foBC, and 0.168 for

sizes as shown ifiable 3 The BCI?]UI and BGY methods were mch,.
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TABLE 6 | Type | error rates for testing simple indirect effect in Group 1in
Population 1.

Population o BCS, pcM, BCM, McM,
SAMPLE SIZE 1: ngy D 150; ngp D 150

11-0 0.050 0.065 0.056 0.073 0.049
1I-M1 0.048 0.068 0.049 0.075 0.043
11-M2 0.048 0.067 0.047 0.071 0.042
11-M3 0.048 0.066 0.046 0.075 0.040
1I-Y1 0.050 0.063 0.053 0.063 0.054
11-Y2 0.050 0.065 0.052 0.064 0.051
11-Y3 0.050 0.067 0.052 0.061 0.046
SAMPLE SIZE 2: ngy D 200; ngp D 100

11-0 0.060 0.074 0.062 0.082 0.059
1I-M1 0.058 0.074 0.061 0.090 0.059
11-M2 0.058 0.071 0.062 0.085 0.058
11-M3 0.058 0.072 0.055 0.082 0.061
1I-Y1 0.060 0.066 0.062 0.069 0.061
11-Y2 0.060 0.071 0.063 0.071 0.059
11-Y3 0.060 0.071 0.065 0.077 0.061
SAMPLE SIZE 3: ng; D 100; ng D 200

11-0 0.051 0.069 0.053 0.082 0.056
1-M1 0.051 0.071 0.039 0.077 0.038
11-M2 0.051 0.067 0.040 0.077 0.045
11-M3 0.051 0.064 0.042 0.072 0.038
1-Y1 0.051 0.067 0.058 0.076 0.059
11-Y2 0.051 0.072 0.061 0.078 0.063
11-Y3 0.051 0.072 0.065 0.077 0.056

The superscripts “S™ and “M” indicate the single-group and multi-group pproaches,
respectively. PC, percentile bootstrap; BC, bias-corrected bootstrap; MC, MonteCarlo
method. See Table 1 for description of each method. Type | error rates that are smaller

than 0.025 or greater than 0.075 are shown in bold.

path between groups, (ii) comparing the indirect e ect between
groups, (iii) testing simple indirect e ect in each group. In the
multi-group model fFigure 7A), with the b path (Math self-
concept! Math interest) and path (Emotional support

Math interest) set equal between group$,.2/ D 0.464,p D
0.793, CFD 1.000, RMESM® 0.000, SRM® 0.003. We kept the
equality constrains obh and®paths in the multi-group model so
that the speci cation of the xed e ectsis equivalentto thegle-
group model. In the single-group modédFigure 7B), we created

a group variable to represent the two countries th&t Australia
(AUS) and 1D Austria (AUT). The results are summarized in
Table 8 In the multi-group model, the residual variances were
slightly smaller in AUS whose sample size was larger. This is
similar to Sample size 2x¢1 D 200;ngz D 100) condition in
the simulation. InTable 8§ LRY was slightly more conservative
thanzg, in testing the group di erence im path;LRY andwW/!

were slightly more conservative thémﬁ‘i in testing the group

di erence in the indirect e ect. For the di erence in the indi
eect, PG , BGY , andMCY yielded in comparable results.
For the simple indirect e ectPGp , BG4, PG, BGY,, and

ind’
MCMa resulted in comparable interval estimates.

SUMMARY AND DISCUSSION

When the research question involves comparing indirect esect
between distinctive groups, researchers can choose single-
group or multi-group analysis approach in SEM framework to
incorporating the group membership as a categorical moaerat

In this article, we evaluated statistical methods for (i) @amng

a structural path (in our example,path or X! M relationship)
between groups, (i) comparing the indirect e ect between
groups, and (iii) testing simple indirect e ect in each group.
We continue to use the abbreviated names of each method to

Table 7shows the average ratio of left- to right-side misses o§ummarize and discuss the results (Sakle 1).
con dence intervals methods for simple indirect e ects.

The con dence intervals showed higher rates of right-side
misses for the simple indirect e ects whose population valuéd)
were positive, excepB

o}l

ng I Population 1. The con dence

The key ndings in the simulation study are:

In the single-group analysis, ti#; and W5 methods may
result in invalid statistical inferences when the assumptd

intervals showed higher rates of left-side misses for simple €qualvariances is neglected. .
indirect e ects whose population values were zero. Both {®) However, the performance of bootstrapping con dence

the single-group and multi-group analysis, the bias-cored
con dence intervalsBC; , and B

average ratio closer to 1).

EMPIRICAL EXAMPLE

We illustrate the methods using empirical data from PISA 206
database (Programme for International Student Assessment
Organisation for Economic Co-operation Development, 2004,
2005. We adopted a conceptual model eung (2007)We

ind’

were most balanced (i.e.,

intervals is robust even when the bootstrap estimates are
obtained in the single-group model.

(3) The bias-corrected bootstrap con dence intervals adighfly

more powerful than the percentile bootstrap and Monte Carlo
con dence intervals, but at the cost of higher Type | error rate
and;

é) For comparing an indirect e ect between groups, the

likelihood ratio test in the multi-group analysis is as pofur
as the other methods with the Type | error rate staying close
to the desired level.

compared the indirect e ect of teachers' emotional support onFor testing the group di erence in tha path, the assumption
math interest via math self-concept in Australia (AUS; D
1,2551) and Austria (AUTN D 4,597). The estimated multi- for the LRY method in the multi-group analysis. When the
group and single-group structural equation models are showmassumption was not satis ed, th:§3 method showed inaccurate
in Figure 7. We applied the methods for (i) comparing ttee Type | error rates, as expected. The Type | error rates were

of equal variances was critical for the; method, but not

Frontiers in Psychology | www.frontiersin.org

May 2017 | Volume 8 | Article 747



Ryu and Cheong Comparing Indirect Effects in Different Groups

FIGURE 5 | Empirical power for testing simple indirect effect in G roup 2 in Population Il.  See Table 1 for description of the methods.

FIGURE 6 | Coverage rates of 95% con dence intervals for the si mple indirect effects in Group 1 in Population II. See Table 1 for description of the

methods.
TABLE 7 | Average ratio of left-to-right misses of con dence in tervals methods for simple indirect effects.

Population | Population |1 Population 111
Groupl1 2 Group2 2 Groupl? Group2 2 Group1P Group2 2

PCE1d 0.627 0.486 1.674 0.606 1.674 0.494
Bcﬁd 0.969 0.791 1.467 0.770 1.476 0.790
Pcmd 0.613 0.474 1.670 0.493 1.644 0.491
chd 1.025 0.851 1.491 0.660 1.486 0.886
MCi’\r’Jd 0.604 0.506 1.626 0.488 1.638 0.499

The superscripts “S” and “M” indicate the single-group and multi-group pproaches, respectively. PC, percentile bootstrap; BC, bias-corrected bootstrapMC, Monte Carlo method.
See Table 1 for description of each method.2The simple indirect effect was positive in populatior? The simple indirect effect was zero in population.

in ated when the variance was larger in the smaller group, For testing the simple indirect e ect in each group, the
and de ated when the variance was larger in the largebootstrap condence intervals in the single-group anadysi
group. (qud’ BQ?1d) were not a ected by the violation of the equal
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FIGURE 7 | Estimated multi-group and single-level structural equation models. In (A) Multi-group model, the path coef cient “Math self-concept! Math
interest” was set equal between groups; the path coef cient Emotional support! Math interest” was set equal between groups. The estimate athe indirect effect
was 0.292%0.497 D 0.145 in Australia (AUS) and 0.234*0.49D 0.116 in Austria (AUT). IB) single-group model, group was coded 0D AUS and 1D AUT. The
estimated indirect effect was 0.292*0.496D 0.145 for AUS and (0.292-0.058)*0.496D 0.116 for AUT. The estimated group difference in the indiraeffect was
0.116-0.145 D —0.029.

variances assumption. Tlfbi\%d and BQ?m con dence intervals of the con dence intervals were close to the desired level in
were obtained based on the set of 1,000 estimates in bgptstrall conditions. The empirical power was slightly lower thae th
samples. As shown in the simulation results, the estimatéisan bias-corrected bootstrap methods, but not by much. Thedatg
single-group analysis model were unbiased regardless dhemhe di erence in power was 0.091.

the assumption of equal variances is satis ed. So the empirica For the interval estimates of the group dierence in the
sampling distribution of the indirect e ect is expected to beindirect e ect, the average widths were comparable for aleénr
comparable with or without the assumption of equal variancesnethods in the multi-group analysisPC[\,’i' , Bd&’i' , MCE‘,’i' ).
satis ed. Therefore, the bootstrap con dence intervaldabed For the interval estimates of the simple indirect e ects, the

from the empirical sampling distribution were not a ected byeth  two methods in the single-group analysBCﬁd, Bc;d) showed

assumption. _ _ _ similar average widths, and the three methods in the multi-
In the multi-group analysis, all methods did not show group analysis Rq\rf]ld, Bq\r/]ld, Mci'\r/]ld) showed similar average

di erences in their performance depending on whether or notwidths. The multi-group methods resulted in wider interval
the equal variances assumption is satis ed. These results wesstimates of the simple indirect e ects than the single-group
expected, because the variances were estimated in each gres@thods.
separately in the multi-group model. The con dence intervals for the simple indirect e ects were
In both single-group and multi-group approaches, the biasunbalanced with higher rate of left-side misses when the smpl
corrected bootstrap methodB(} ;. BG!,, BGY ) tended to indirect e ect was zero in population, and unbalanced with
show slightly higher Type | error rates, higher statisticalveq  higher rate of right-side misses when there was a positive simpl
and lower coverage rates than the percentile bootstrap naisthoindirect e ect in population. For both the group di erence in the
(Pqid, Pq\rfd, Pdc‘,’i' ). This pattern of results is consistent with indirect e ect and the simple indirect e ects, the bias-corred
what has been found in previous studies (efgeacher et al., bootstrapping methodsHGY ,BCS ;. BCY,) were most balanced
2007; Preacher and Selig, 2012; Ryu, Y0Ihe Monte Carlo interms of the ratio of left- and right-side misses.
methods Mcmd, MCE‘,’i' ) performed similarly to the percentile In the multi-group analysis, the likelihood ratio teslIR{,’i' )

bootstrap methods. The Type | error rates and the coveragsratand the Wald test\(\/g’i' ) performed well in terms of Type |
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TABLE 8 | Empirical example results. the model. First, the multi-group approach does not depend
on the assumption of equal variances, and so the parameter
estimates and statistical inferences are not aected by the

Method Result

GROUP DIFFERENCE IN a PATH assumption satis ed or violated. Second, it is less commitat

5, & D 0.058, standard errorD 0.020, p D 0.005 to _speC|fy and test the group dierence in more _than one

LRM LR statisticD 7.122, df D 1, p D 0.0076 indirect e ect. For example, suppose that a mediation model
a . 1 ’ .

is hypothesized in which three indirect e ects are specied
between one independent variable (X), three mediating et
(M1, M2, and M3), and one dependent variable (Y). In
order to specify a model that allows the three indirect
e ects to dier between groups, the single-group approach
requires at least three additional product terms to represent
the interaction with the group membership. The number of
required product terms can increase if there are more than two
levels of the categorical moderator, or if both the relasbip
between X and the mediators and the relationship between
the mediators and Y dier between groups. In the multi-
group analysis, however, the group di erences can be speci ed
and tested without increasing the number of variables in the
model.

See Table 1 for description of each method. In conclusion, when the data are from more than one
distinctive group, we recommend that researchers rst exsmi
parameter estimates (including variance parameters) in each
) ] group with no restriction before choosing to adopt single-
LR; and the con dence intervals methods for testing the groupgroup analysis. For testing the group di erence in the indirec
di erence in the indirect e ect. The empirical power of thfF{\,’i' e ect in multi-group analysis, the likelihood ratio test is neor

1

di . . :
results are consistent with those found in a previous stuiyL( pleswed !evgl. For con de_nce intervals of the group dierenc
4 the indirect e ect, bias-corrected bootstrap con dence

2015. In the single-group analysis, the performance of the Wal
9 d'e-group y P intervals were more powerful and more balanced than the

test WS ) for testing the group di erence in the indirect e ect ) .
Wei ) 0 group rIoercentlle bootstrap and Monte Carlo con dence intervals, but

Waia?ctled % the V'O|?“0n of '.[he eﬁ_‘ﬁa'T" arlaln ce aSSltJmpt'o at the cost of higher Type | error rates and lower coverage
particuiarly with unequargroup sizes. 'he 1ype 1 Eforralesev - ,.o¢ - por the simple indirect e ect in each group, bias-

higher than the desired level when the variance was larger Corrected bootstrap con dence intervals were more powerful

than the percentile bootstrap and Monte Carlo con dence
X intervals, but again the Type | error rates were higher with
B3s-corrected bootstrap con dence intervals. Taken thggt
variables, and the variance estimates are often negleittex we rec_ommend the I|ke||h_ood ratio .teSt along with the
’ * percentile or Monte Carlo interval estimates for the group

gngt;rtaﬂtef:rﬂrqeesear(;hir;t(())fpi)é atf[etnet 'znttov\\//%';?]nfﬁeesgii gi erence in the indirect e ect. We recommend the percentile
ven whe y ar ! Key Interest. Yvnen Ihe Tesearchl, yionte carlo interval estimates for the simple indirect
question involves moderation e ect by a distinctive group, ot

membership, it is recommended that the variance parameters

are exfamlned rst with no rgst_rlctlon that the variances areAUTHOR CONTRIBUTIONS
equal in all groups. When it is reasonable to assume that

the variances are equal, researchers may choose t0 adeRt and JC designed the study. ER conducted the simulation
single-group or multi-group analysis approach. When it is notgy,qy and took a leading role in writing the manuscript.

reasonable to assume equal variances, multi-group anaysis ;¢ conducted a part of the simulation and participated in
recommended. The single-group analysis resulted in umias writing.

parameter estimates even with the assumption violated. Boéso
methods for statistical inference were a ected by the violt SUPPLEMENTARY MATERIAL

of the assumption. If single-group analysis is adopted, gttaéil

methods must be chosen with careful consideration. ~ The Supplementary Material for this article can be found
Multi-group analysis approach has advantages over singl@nline at: http://journal.frontiersin.org/article/10889/fpsyg.

group approach in incorporating a categorical moderator in2017.00747/full#supplementary-material

GROUP DIFFERENCE IN THE INDIRECT EFFECT

W(ﬁﬁ Wald statisticD 7.903, df D 1, p D 0.0049

LRmﬁ LR statisticD LR statisticD 7.122, df D 1, p D 0.0076

wh Wald statisticD 7.115, df D 1, p D 0.0076

PCL‘I’i'ff 95% con dence intervals D (-0.057, —0.001)

Bcg/ilff 95% con dence intervals D (-0.057, —0.001)

MC(’;’i'ﬂ 95% con dence intervals D (—0.051, —0.008)

SIMPLE INDIRECT EFFECT IN EACH GROUP

PC%d 95% con dence intervals D (0.128, 0.161) in AUS; (0.093, 0.139) in AUT
Bwa| 95% con dence intervals D (0.129, 0.161) in AUS; (0.093, 0.140) in AUT
Pcmd 95% con dence intervals D (0.128, 0.162) in AUS; (0.093, 0.139) in AUT
chd 95% con dence intervals D (0.130, 0.163) in AUS; (0.092, 0.139) in AUT
Mcmd 95% con dence intervals D (0.134, 0.157) in AUS; (0.098, 0.135) in AUT

error rates. But thewg’i' method showed lower power than the

means (unconditional or conditional) and relationships\ween
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