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Editorial on the Research Topic

Conceptual Categories and the Structure of Reality: Theoretical and Empirical Approaches

The process or activity of forming mental categories is both fundamental and necessary to the existence of all living creatures from bi-polar categories such as safe-dangerous, wet-dry, edible-not edible, to higher and more complex forms of categorial discrimination (see, for example, Greggor and Hackett, 2017). The worlds within which sentient creatures live are made sense of through categories. The identification of categories, and the development of categorical understandings, are also important within research.

This special edition of Frontiers in Psychology stands in support of this last claim with papers by researchers from a diverse selection of disciplinary backgrounds. For instance, there are contributions that employ, a range of psychological perspectives; philosophical, personal construct, cognitive, perceptual, neuropsychological, etc. (for recent research in these areas see: Mahon and Caramazza, 2009; Khalidi, 2015). The articles also reflect a spread of approaches from theoretical to applied and demonstrate the ways in which categorization is understood and employed in research from the sciences and social sciences.

Notions of parthood and part-whole interaction are similarly concepts that permeate many academic areas. In this special edition Hackett reviews parthood in his paper, “Facet Theory and the Mapping Sentence As Hermeneutically Consistent Structured Meta-Ontology and Structured Meta-Mereology.” In both of his contributions Hackett proffers a theoretical framework for the design and interpretation of research that uses categories. He places emphasis upon the identification of super-ordinate ontologies that are present within a research domain and the explication of mereological (part to part and part to whole) relationships within these ontologies. This meta-theoretical approach to knowledge development in the social sciences is couched within the rubric of the mapping sentence and facet theory. Hackett argues that by adopting this approach it is possible to achieve hermeneutic consistency with theoretical and empirical validity.

Another contribution that stresses the mereological arrangement of the categories they identify is that by Kuška et al. These authors considered categorization, or the use of categories to generate knowledge, in an applied and particularistic sense, whilst conducting theory-driven research. In their paper “Free Associations Mirroring Self- and World-Related Concepts,” the authors couched their linguistic research within the framework of personal construct psychology, presenting findings from the use of free-association to investigate how reality was construed. They claim their findings indicated that people construe reality through the employment of basic units of meaningful categorization. Their methodology required respondents to offer words that related to the words world and self. They claim that this procedure accesses, in a relatively direct manner, what they called the basic units of meaningful categorization. They discovered that some categories were expressed as semantic polarities such as nature versus culture. Some of the other verbal category
groupings were related to respondent understanding of the words world and self-whilst others mediated pathways in this category-based network.

The article, "Language or motor: reviewing categorical etiologies of speech sound disorders" by Farquharson, is also concerned with linguistic categories. However, in this instance the research presented addresses speech disorders. With foundations in her category-based consideration of this applied area, Farquharson stresses the need for better conceptualizations of the mechanisms associated with speech sound disorders. In doing this, she hopes that this will lead to an improvement in the diagnosis and treatment of children with these forms of disorder.

Questions regarding methodological issues associated with identifying categories in psychological research, are posed by Nakatsuji et al. They employed a categorically related form of data analysis by analyzing respondents’ similarity ratings. This is a less complex form of multidimensional scaling (MDS) which analogously explicates psychological space through analysing pair-wise evaluations. In the study reported, participants completed a sort procedure, arranging cards on the basis of their degree of similarity. The authors rigorously compare their approach to traditional MDS and discovered their results obtained closely resembled those obtained using non-metric MDS. However, they argue that their approach was parsimonious, needing approximately one third of the time to complete. They further claim superior sensitivity for their approach. In conclusion, the authors proposed their category deriving method to save time when conducting research that assesses the similarity of appearance.

Foxall’s paper, Metacognitive Control of Categorial Neurobehavioral Decision Systems (CNDS), offers a highly theoretical real-world application of the effects of categories of neural activity. Human decision-making, says Foxall, often involves a person ignoring the future consequences of their decisions and this disregard is dependent upon activity within the limbic and paralimbic regions of the brain relative to activity in the prefrontal cortex. His model depicts the relationship between categorically distinct neurphysiological, behavioral and cognitive systems. The degree of balance achieved between these categories results in, he claims, normal or addictive behavior. The author discusses these neural elements and proposes a category-based structure to allow understanding of the effects of CNDS on behavior.

In his review of Oderberg’s (2013) book, Classifying Reality, Hackett again proffers the mapping sentence as a declarative tool that, in this instance, may enable understanding of the writing about ontologies by other scholars, which allows the development of a categorical structure for experiences contained in an ontology. A similar perspective is taken by López-Gil et al. in their use of web ontologies to categorically structure reality. Their ontology uses the semantic web language OWL (Web Ontology Language) to represent rich and a complex mereologically associated knowledge of the world. In taking an applied outlook their view depicts online students’ emotional, cognitive and motivational state as a web ontology, which interacts with distance or blended educational systems. Their categorical ontology, which they have empirically tested, does not impose a specific way of organizing emotional responses but is able to models reality in association to student affect and motivation.

As can be seen from the above descriptions, the contributions in the special edition represent an eclectic mixture of empirical and theoretical psychological approaches. These have been applied to investigate phenomena that are categorial or have used categories to better understand psychological events. Together, the papers offer insight into contemporary use of category-based knowledge.
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A commentary on

Experimental evidence for compositional syntax in bird calls

Suzuki et al. (2016) report a remarkable discovery: the first evidence of a combinatorial syntax and semantics in non-humans; specifically, Japanese great tits. However, remarkable discoveries require remarkable evidence. Their data provide impressive support for a compositional syntax. Yet, evidence for compositionality is not necessarily evidence for one of the hallmarks of human language and thought: systematicity—a structural equivalence relation over cognitive capacities (Fodor and Pylyshyn, 1988). Some versions of compositionality support systematicity and some do not (Aizawa, 2003; Phillips and Wilson, 2010). We surmise that the question remains open as to whether the version of compositionality that is evident in the bird calls study does indeed support systematicity. Drawing on a theory of systematicity (Phillips and Wilson, 2010) we derive testable criteria for systematicity in the context of bird calls. These criteria must be met before claims of human-like compositional syntax in non-humans could be justified.

Systematicity is a property of (some core aspects of) human language and thought whereby having the capacity to understand certain expressions or situations implies having the capacity to understand certain other, structurally related, expressions/situations (Fodor and Pylyshyn, 1988). The archetypal example of systematicity is where one has the capacity to understand the sentence “John loves Mary” if and only if one has the capacity to understand the sentence “Mary loves John,” assuming one also understands the constituents John, loves, and Mary, where the common structural relation between entities John and Mary is love. Other forms of systematicity follow from the systematic nature of thought, generally. For example, in reasoning, if one is told that John and Mary went to the store, then one can infer that John went to the store—P and Q implies P (see Fodor and Pylyshyn, 1988; McLaughlin, 2009). Hence, systematicity is a central property of human language and thought that warrants investigation in non-humans if the evolutionary story is to be properly told.

The authors’ claim of a compositional syntax and semantics for Japanese great tits aligns with some aspects of the classical (symbol systems) notion of compositionality, which is sometimes called classical compositionality. The experiments revealed that great tits extracted different meanings for notes and their syntactic compositions: an ABC note means “scan for danger,” a D note means “approach the caller,” and their syntactic combination ABC-D means “scan for danger then approach the caller,” whereas the (agrammatical) combination D-ABC has no meaning. The classical compositionality account says that the meaning of a complex

**OPEN ACCESS**

Edited by:
Richard Stöckle-Schobel, Ruhr University Bochum, Germany

Reviewed by:
Ross Gayler, Formerly affiliated with La Trobe University, Australia
Michelle Spierings, Leiden University, Netherlands

*Correspondence:
Steven Phillips
steve@ni.aist.go.jp

Specialty section:
This article was submitted to Theoretical and Philosophical Psychology, a section of the journal Frontiers in Psychology

Received: 17 June 2016
Accepted: 22 July 2016
Published: 03 August 2016

Citation:
utterance is understood from the meanings of the constituent utterances and the correspondence between syntactic relationships among those constituents and their semantic relationships. In the case of great tits, the meaning of bird call ABC-D (scan, then advance) is understood from the meanings of the constituent calls ABC (scan) and D (advance) and the correspondence between their syntactic relationship (ABC is-followed-by D) and their corresponding semantic relationship (scanning is-followed-by advancing). Notice, importantly, that the common structural relation in the bird calls case is not simply temporal order, as evidenced by the counterexample, D-ABC. Accordingly, classical compositionality includes typing (relational role) information that determines the allowable syntactic constructions, which are supposed to be aligned with the corresponding semantic structural relations (see below for further examples). Failure to make this distinction may be seen as one reason why simple associative/statistical models that are based on co-occurrence relations among the constituents of complex capacities (e.g., words in sentences) fail to account for the complexity and subtlety of human language and thought (Fodor and Pylyshyn, 1988; Everaert et al., 2015).

The point of departure from the authors’ claim of compositionality and the notion of classical compositionality in humans is in regard to systematicity. A demonstration of systematicity requires evidence that the capacity for two structurally equivalent abilities is indivisible. For the loves example, such a demonstration involves evidence that the capacity to understand “John loves Mary” is equivalent to the capacity to understand “Mary loves John,” because these two capacities share the same syntactic/semantic relation, loves. Put simply, there is no situation of having one capacity, but not the other. Clearly, however, this form of (symmetric) structural similarity is meaningless to a great tit in the context of predator deterrence, presumably because the capacity to understand D-ABC, i.e., advance before scanning for predators, has severe consequences for survival. Similar, nonsensical situations arise in human language. For instance, one can say “John fed hay (to the horse),” but it makes no sense to say “Hay fed John.” Systematicity need not be confined to symmetric structures. Instances of systematicity based on asymmetric structures also exist, for example, where one has the capacity to understand the sentence “John fed hay” if one has the capacity to understand the sentence “Mary fed hay,” assuming that one understands the constituents John, fed, hay and Mary.

An analogous criterion for great tits can also be derived as a test for the systematicity of their “linguistic” ability, using a category theoretic approach to systematicity (Phillips and Wilson, 2010, 2014). Category theory is a branch of mathematics for reasoning about systems of entities and their relationships: a system regarded as a category consists of a collection of objects, a collection of relations between objects, called arrows, morphisms, or maps, and a composition operation that composes pairs of (compatible) arrows into other arrows. A category theory approach to modeling a cognitive system is to regard sets of cognitive states as objects, cognitive processes that map states to states as arrows, and composition of cognitive processes as the composition operation. In this way, a category theory explanation for systematicity says that every cognitive capacity in a collection of systematically related capacities is the composition of a universal arrow that is common to all capacities in that collection and a unique arrow that is specific to that particular capacity, so one has each and every capacity if and only if one has the universal arrow and a way to compose arrows, which includes the universal arrow with the unique arrows. An advantage of deriving criteria from a category theory perspective on systematicity, as opposed to other approaches, is that it isolates just those properties that are essential (i.e., necessary and sufficient) for systematicity from those properties that are idiosyncratic to the domain at hand. In particular, the characterizations of systematicity introduced above, which were drawn from the original classicists’ perspective, presume peripheral (symbolic) capacities that are far beyond those of non-humans, whence it is unclear how systematicity is even testable in non-human cohorts. In contrast, a categorical, “objects and arrows” perspective generalizes the notion of compositionality in a way that affords realistic tests of systematicity in non-humans. A visual/geomeric intuition of the formalism that underlies the example, provided next, is given in Figure 1.

The authors explain that great tits have a variety of calls associated with different predators, such as AC-D and BC-D. Then an instance of systematicity is when a great tit demonstrates the capacity to understand the ABC-D calls if and only if it demonstrates the capacity to understand the structurally-related AC-D or BC-D calls. Because systematicity is a structural equivalence relation over capacities (McLaughlin, 2009), demonstrating that a bird understands both ABC-D and AC-D calls is only half of the criteria for systematicity in this example. One must also demonstrate that there exists a component process that when absent or disrupted results in the absence or disruption of both ABC-D and AC-D capacities, not the exclusive disruption of just one or the other capacity. Naturally, this criterion for systematicity extends to situations of having more than two structurally related capacities, e.g., ABC-D, AC-D, and BC-D. The case where only one capacity is disrupted, say ABC-D but not AC-D, is evidence against the kind of compositionality possessed by humans. The essential problem to be addressed empirically is that there are two ways to realize capacities ABC-D and AC-D: (1) via a shared component process P that realizes constituent capacity D, and (2) via distinct component processes P1 and P2 that separately realize constituent capacity D for the capacities ABC-D and AC-D, respectively. In the first case, disruption of P implies disruption of both capacities—systematicity. In the second case, disruption of P1 implies disruption of the ABC-D capacity, but not the AC-D capacity, since the component process P2 is intact—no systematicity.

As the authors point out, studies of language-like behavior in non-humans are important to establish the missing link in the evolutionary story of human language. Systematicity is afforded by effective (re)use of cognitive resources, as the categorical perspective highlights. The potential relationship between cognitive resource use (cost) and cognitive capacity to successfully interact with the environment (benefit) leads
naturally to important questions regarding the extent that compositionality is driven by environmental forces vs. genetic good fortune (Hauser et al., 2002), or some combination of these. For instance, one can envisage situations where the lack of variability in the environment places little demand for a systematic compositional syntax—e.g., small variation in predator types, whereby each situation is represented without representing the common structural relations (nonsystematic compositionality). Alternatively, environments filled with different types of predators requiring different types of related responses may drive systematic compositionality. Such situations would suggest that systematic compositionality is driven by environmental forces. However, systematicity in the absence of diverse environmental contingencies suggests fortuitous genetic endowment, in which case the environment plays a lesser role.

Empirical data that dissociate systematic from nonsystematic compositionality in other species is evidence of a branch point in the evolution of human language and thought, a hallmark of which is the sheer diversity of situations that are within the capacity of our cognitive system.
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When behavior is interpreted in a reliable manner (i.e., robustly across different situations and times) its explained meaning may be seen to possess hermeneutic consistency. In this essay I present an evaluation of the hermeneutic consistency that I propose may be present when the research tool known as the mapping sentence is used to create generic structural ontologies. I also claim that theoretical and empirical validity is a likely result of employing the mapping sentence in research design and interpretation. These claims are non-contentious within the realm of quantitative psychological and behavioral research. However, I extend the scope of both facet theory based research and claims for its structural utility, reliability and validity to philosophical and qualitative investigations. I assert that the hermeneutic consistency of a structural ontology is a product of a structural representation’s ontological components and the mereological relationships between these ontological sub-units: the mapping sentence seminally allows for the depiction of such structure.
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INTRODUCTION

When thinking about the world around us it is commonplace and may even seem natural to sub-divide our experiences in attempting to achieve better understanding. The practice of partitioning research content has a long history dating back to at least the time of the ancient, classical philosophers, where such well-known examples include ontologies by Aristotle (1975) and Plato (Harte, 2002). During the subsequent millennia, categorial ontologies have been developed by a wide range of psychologists and philosophers, each of who have concerned themselves with attempting to understand the basic components of human existence (see for example: in psychology, Piaget and Inhelder, 1969, Kelly, 2013; in philosophy, Chisholm, 1996). Given the multitude of ontologies and other componential existential models that exist, the question may be asked as to whether a meta-ontology may be developed that speaks about how ontologies may be understood in structurally theoretical terms. Moreover, questions may also be posed as to the possibilities of developing a meta-mereological structure, which explicates the combined relations of the meta-ontology. During
this essay I provide answers to these questions, however, I will initially clarify the precise terms of my exposition.

**DEFINING TERMS**

In the title of this essay I have employed three phrases that qualify my understanding of the requirements of categorial research investigations: hermeneutic consistency, structured meta-ontology, and structured mereology. These expressions have been carefully selected to emphasize what I believe a qualitative facet theory approach is able to achieve and an initial review of these terms will explicate the nature of the ontology/mereology in which I am interested.

**HERMENEUTIC CONSISTENCY**

Hermeneutical is an adjective that implicates and focuses ontologies as being interpretative tools. Hermeneutically consistent implies that the ontology I offer is reliable in terms of the structure and the interpretation of its content. In the usage of the phrase hermeneutic consistency, hermeneutical refers to a specific interpretive methodology as understood through the writing of Heidegger (1962) and Gadamer (2013). These authors were interested in knowledge and truth and in their work the phrase hermeneutic consistency refers to the ability to achieve a coherent explanation of an informational source. Many other philosophers, especially epistemologists, are interested in knowledge and truth and the coherence of explanations about sources of information. However, Heidegger and Gadamer are of particular import as it may be claimed that their influence has spread more widely than some other scholars. For instance, both Heidegger and Gadamer are commonly cited within sociological, psychological and perhaps most importantly to this paper, within research design lecture series and textbooks. Furthermore, the hermeneutical process is of great importance within disciplines that seek interpretation of complex events (as an illustration see: Osborne, 2007; Porter and Robinson, 2011) who provide introductory accounts of hermeneutical processes in reading scripture. In the same way, facet theory based interpretations are also concerned with the interpretative interplay between an event and those experiencing and attempting to understand these occurrences.

**ONTOLOGY**

Ontology refers to the basic components underlying nature of experience, and structured ontology explicates such understanding within a determinate composition. Ontology has slightly dissimilar meanings when used within the different disciplines that have incorporated ontology into part of their lexicon and way of thinking. For example: in philosophy—ontology is a branch of metaphysics concerned with the nature of being; within logic—ontology is the set of entities that a given theory assumes beforehand; in technology—ontology provides a systematic explanation of existence; within information and computer sciences—ontology is the rigorous designation of existent components (sorts, characteristics) and their inter-associations. From these definitions it can be seen that to some extent there are common elements in what ontology is taken to mean. Ontology may therefore appear to refer to being and components of existence, which are perhaps instantiated by a scholar prior to consideration of a content area. Given the differences in the use of the term ontology I wish to escape any possible confusion that may arise by providing a precise definition and understanding of ontology:

Ontology is the study and formal explication of a domain of content in terms of its more fundamental or basic categorial components as these may be understood at this fundamental level and as their meaning may be further revealed through consideration of more sub-ordinate, particular, or evident categorial entities.

I use the term meta-ontology to imply that the qualitative ontology I propose constitutes an ontology about ontologies rather than being an ontology of a specific or substantive content area. My use of this term refers to an ontology of the different, often instrumentalist, ontologies that different disciplines of enquiry adopt to characterize and delimit their frameworks.

Furthermore, the term structured ontology and structured mereology respectively bring together the concepts of ontology and mereology (or the underlying nature of experience) within a determinate structural template under the definition of ontology I have provided. The next term in my title is mereology.

**MEREOMETRY**

Mereology is concerned with attempts to understand the relationships between, and implications of, part-to-whole and part-to-part associations within a categorial system or ontology. Mereology is defined within metaphysics as: “… any theory of part hood or composition.” (Harte, 2002, p7). However, as with the term ontology, mereology is understood in slightly different manners dependent upon the discipline of usage (e.g., philosophy, science, logic, mathematics, semantics). I wish to avoid possibilities of confusion and misinterpretation and I therefore provide my own definition of mereology as follows:

1 In this paper I present facet theory and the mapping sentence as a philosophical/qualitative approach to the study of behavior. Criticisms of inadequacy can be made of analytic systems of formal logic (the mapping sentence may be seen as one such system) in their difficulty in differentiating meaning such as those embodied in sarcasm and irony versus sincerity where formally these may be indistinguishable [see for example the work of Gibbs (e.g., Gibbs and Colston, 2012) and the collection of writings by (Gibbs and Colston, 2007)]. However, the mapping sentence would address this difference by the inclusion of elements of sincerity and sarcasm within a content facet of degree of genuineness. Furthermore, there have been many developments, such as self-organizing systems and impredicative declarations which are of interest to the development of system based definition but beyond the scope of this article. The interested reader is guided toward the writing of Turvey and Moreno (2006).

2 This ability is studied or thought about in many disciplines and contexts other than philosophical.

3 I am using meta-ontology in the sense of theory that underlies a generic framework for the constitution of interpretative consistency of a research domain, whilst not imposing an external structure to either the content under investigation or to the interpretation itself.
Mereology is the systematic and explicit investigation, analysis and resulting understanding of the relationships within a structured ontology, in terms of the part to part, part to whole, part to context, part to background, and part to observation range, relationships.

A meta-mereology is a mereology that is concerned with the nature of mereologies rather than the content of any particular or specific mereology. Structured meta-mereology implicates an interest in the configuration of mereological relationships. I must provide one final definition that applies to my specifications of both ontology and mereology. On these understandings, ontologies and mereologies exist where and when:

Context and background are essential and inherent components of the existence and realization of the structured ontological/mereological system, where changes in background and context would result in significant differences in the structured ontology/mereology, and where the specification of a different range of observations would significantly alter the content of the structured ontology/mereology and the nature of knowledge embodied within such structure.

So far I have provided a limit to the scope of my essay and in the following sections I offer facet theory and the mapping sentence as a means for achieving a structured ontology/mereology under the constraints of these definitions. I advance my ontology/mereology under the belief that if a researcher understands the components of the behaviors of interest and the interrelationships between these components, a greater appreciation of the total behavior may result.

QUALITATIVE FACET THEORY AND THE MAPPING SENTENCE

Louis Guttman originated facet theory with an implicitly point of view that understand human activities and knowledge about such activities as being formed of discrete components (Guttman, 1947; Levy, 1994). Guttman (1959, p130) defined a facet as “... a set that is a component of a Cartesian product.” and in his authoritative text, Canter (1985a, p22) states how a facet is constituted as “... labeling of a conceptual categorization underlying a group of observation.” Facet theory has been defined as, “a strategy for research in psychology and other sciences that study complex behavioral systems. Facet Theory centers on the formalization of research contents and on intrinsic data analysis for the purpose of discovering stable laws and conducting theory-based measurements in those sciences.”

Facet theory has traditionally been based in quantitative research approaches and the statistical analysis (e.g., Borg and Shye, 1995; Canter, 1985a,b; Shye, 1978; Shye and Amar, 1985; Shye and Elizur, 1994). After having used facet theory in a traditionally quantitative manner, Hackett (2013, 2014) has, over the past few years, developed a qualitative facet theory. During the course of this brief essay I offer a qualitative facet theory approach as an instantiation of a meta-ontology and meta-mereology. In this paper I evaluate facet theory, and its major instrument the mapping sentence, as a qualitative and philosophical stance toward the understanding of behavior.

The philosophical and theoretical bases of facet theory along with qualitative facet theory approach to research design, data collection and analysis is best understood and reported using the mapping sentence. A mapping sentence is a formal statement of a research domain which includes the respondents, subcategories of the research content along with the range over which observations will be made, in the structure of a sentence written in normal prose. The mapping sentence is both the major tool of facet theory research design and analysis and also a series of structural/spatial hypotheses. As Canter (1985b) says: “... a piece of facet research is a process of refinement, elaboration and validation of a mapping sentence.” (p266): I will be using a mapping sentence in precisely these terms in this paper. Philosophically, the mapping sentence is a structural ontology and in application to any substantive area of research and understanding may also be seen as a mereological device. Related to the notion of the mapping sentence is that a mereology is a compositional identity, where composition is the relation between a whole and its specific parts, in which parts form the whole and where the whole is nothing more than its parts: the whole is its parts and parts may only be understood within the whole (see, Cotnoir and Baxter, 2014).

In qualitative facet theory and within a facet theoretical philosophy two central theses arise from the above definitions of ontology and mereology:

When taken together, a specified structured ontology and a mereological account of this structure form what is known as a mapping sentence. For any specified area of interest, a mapping sentence provides a hermeneutically consistent account of a domain of interest. Thus, facet theory and specifically the mapping sentence is well characterized through the use of the terms structural ontology and mereology with the explicit intent of developing hermeneutically consistent knowledge.

6Hackett has carried-out qualitative analyses of specific research domains using mapping sentences as a framework for the conception and design of research projects. He has then progressed by analysing qualitative and conceptual data within a facet theory mind-set to allow theory development. This has required Hackett to use facet theory as a philosophical perspective that he has taken when viewing the subject matter of his research into human behavior (Hackett, 2013, 2014).

7In facet theory the term qualitative has been used to mean a qualitatively arranged facet rather than a linear or quantitatively ordered facet: This is not the sense of the word that I will employ. I use qualitative to imply rich observational, non-numerical information. Subsequently I analyse data to establish reliable and valid interpretative hermeneutics.

Footnotes:

4I employ term meta-mereology in the same sense as I use meta-ontology (see footnote 2).
5Borg (1978, p65) defined facet theory as: “... a general methodology for investigation in the social sciences: it provides a general framework for the precise definition of an universe of observations, which is directly related to both the specification of the various elements of empirical studies (stimuli, subjects, responses) and to theories about the structure of those observations.”
Person (x) understands the world to exist in terms of kinds that are:

**kinds**
(characterized by attributes) and objects that are: (characterized by mode )
(instantiated by objects ) (instantiated by kinds )

**modes**
and modes that are: (characterized by attributes) and attributes that are:
(characterized by kinds )
(exemplified by objects )

**attributes**
(characterized by kinds )
(exemplified by objects )

**range**
( lesser )
( to ) extent.
(greater)

FIGURE 1 | Mapping sentence for Lowe's four-category ontology.

**EXAMPLE OF A QUALITATIVE MAPPING SENTENCE**

In earlier research I have demonstrated the utility of a non-numerically based facet theory that employs the conceptual rigor that the mapping sentence has provided in my investigation of the mereology of Aristotle's *Categories* (Aristotle, 1975). This mapping sentence offers an account of *The Categories* that clearly displays Aristotle's ontology and uniquely a potential mereological relationship between the *Categories* parts-to-parts and parts-to-whole and in so doing offers further exploration of Aristotle's ontology. In figure 1 I provide a mapping sentence for a more contemporary ontology by Lowe (2007) in his *four-category ontology*. Lowe's ontology embodies the notion that the world may be understood as comprising three distinct types of objects, two kinds of events, two modes and three attributes. Lowe settled with this structure as he believes that this four-category ontology provides "a uniquely satisfactory metaphysical foundation for the natural sciences" (Lowe, 2007 Page 16).

**TAKE IN FIGURE 1. ABOUT HERE**

The mapping sentence for Lowe's ontology in figure 1 offers a transparent modeling of Lowe's conceptions of the basics of existence. Uniquely, the mapping sentence demonstrates not only the ontology's structure but also the interplay (or mereological arrangement) of Lowe's ontology. When Lowe's ontology is modeled in a mapping sentence the interplay of elements is stressed and by clearly explicating a possible mereology of elements the active role of the reader is also emphasized. Furthermore, the mapping sentence requires the researcher to consider the nature of the context of the evaluation and background features that may affect content.

**A HERMENEUTICALLY CONSISTENT TEMPLATE**

In this paper I am claiming that the mapping sentence is at the heart of traditional, philosophical and qualitative explorations employing a facet theory outlook in both exploratory and confirmatory research. The mapping sentence is the basis for investigations, structural hypothesis testing and theory generation and as a stand-alone research approach. Mapping sentences specify research domains allowing the definition of the domain's sub-aspects and sub-aspect interrelationships availing appreciation of the domain's content. To further illustrate a qualitative application of a mapping sentence in Figure 2 I provide a mapping sentence of the theoretical content of this essay. This qualitative/philosophical mapping sentence demonstrates the hermeneutic consistency of understanding that arises from non-numerical research that is organized through using a mapping sentence.

**TAKE IN FIGURE 2 ABOUT HERE**

In this mapping sentence the *range* facet delimits the substantive concern of the mapping sentence, which in this case is the extent to which a mapping sentence structured ontology can

---

8Aristotle's categories are: 1, Substance (οὐσία); 2, Quantity (ποιότης); 3, Quality (ποιότης); 4, Relation (πράξις); 5, Place (πράξις); 6, Time (πράξις); 7, Being-in-a-position (πράξις); 8, Having (χρήσει); 9, Action (πράξις); 10, Affection (πράξις). From these *Categories* I developed a mapping sentence for Aristotle's categorial system (Hackett, 2014).

9Lowe's ontology has appeared in several slightly varied iterations all of which Lowe portrayed as an ontological square.
avail a hermeneutically consistent understanding of a content domain. Returning to the start of the mapping sentence, person (x) is taken to be any individual reading and understanding the mapping sentence. Continuing along the sentence, the combinatorial arrangements of the two content facets are determinants of the values observed in the range. In this sentence: the ontology facet specifies the content of the mapping sentence ontology to be—facets (with sub-divisions of facet elements); background (which lists background characteristics of the instantiation of the ontology); range which specifies the epistemological/characteristics of the observations that constitute the mapping sentence's logic. Thus, the mereology facet characterizes the nature of the relationships that are extant within the mapping sentence ontology as being either part-to-part (facet/facet element-to-facet/facet element) or part-to-whole (facet/facet element-to-mapping sentence).

CONCLUSIONS

I commenced by proposing that understanding a content domain may result from sub-dividing the domain into relevant categories. I then noted how facet theory has achieved a category-based epistemological exposition of many research areas under a quantitative research rubric. In this paper I have provided support for claims regarding the potential of qualitative or philosophical research that is undertaken within a facet theory framework. I have claimed utility for the use of a mapping sentence as a purely philosophical outlook when attempting to understand human experience by offering a mapping sentence as a philosophically coherent approach to understanding Lowe's ontology and as a tool to investigate the hermeneutical consistency of research.

It is my contention that the hermeneutic consistency of a structural ontology is a product of a structural representation's ontological components and the mereological relationships between these ontological units: the mapping sentence seminally allows for the depiction of such structure. Finally, I claim facet theory and mapping sentences form a precise though flexible framework for the designing research and writing within philosophical and qualitative psychological research10.
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Metacognitive Control of Categorial Neurobehavioral Decision Systems

Gordon R. Foxall*
Cardiff University, Cardiff, UK

The competing neuro-behavioral decision systems (CNDS) model proposes that the degree to which an individual discounts the future is a function of the relative hyperactivity of an impulsive system based on the limbic and paralimbic brain regions and the relative hypoactivity of an executive system based in prefrontal cortex (PFC). The model depicts the relationship between these categorial systems in terms of the antipodal neurophysiological, behavioral, and decision (cognitive) functions that engender normal and addictive responding. However, a case may be made for construing several components of the impulsive and executive systems depicted in the model as categories (elements) of additional systems that are concerned with the metacognitive control of behavior. Hence, this paper proposes a category-based structure for understanding the effects on behavior of CNDS, which includes not only the impulsive and executive systems of the basic model but a superordinate level of reflective or rational decision-making. Following recent developments in the modeling of cognitive control which contrasts Type 1 (rapid, autonomous, parallel) processing with Type 2 (slower, computationally demanding, sequential) processing, the proposed model incorporates an arena in which the potentially conflicting imperatives of impulsive and executive systems are examined and from which a more appropriate behavioral response than impulsive choice emerges. This configuration suggests a forum in which the interaction of picoeconomic interests, which provide a cognitive dimension for CNDS, can be conceptualized. This proposition is examined in light of the resolution of conflict by means of bundling.

Keywords: competing neuro-behavioral decision systems, CNDS model, dual- and triple-process models, metacognitive control, temporal discounting, picoeconomics, bundling, categorical system

INTRODUCTION

“. . .akrasia in rational beings is as common as wine in France”

(Searle, 2001, p. 10)

As I scan my daily newspaper over breakfast, I note the television programs scheduled for the evening. It is easy at so early an hour to vow that I will under no circumstances allow myself to watch what is on offer. Tidying my sock drawer or deadheading the roses seems a more valuable use of my time, and serious reading or writing infinitely preferable. Comes the evening, however, the opportunity to relax and be passively entertained wins out. Am I speaking here of “myself”
as one person whose preferences are reversible simply with the passage of time, or of two separate categories of agents warring to get the upper hand? If the latter, how are these categories related and how do they influence each another? Perhaps there is some superordinate level of decision-making that arbitrates between them; or perhaps they reflect no more than differing histories of operant reinforcement.

The problem of preferences that change with time lies at the heart of many comparatively trivial daily decisions. What seems perfectly reasonable when we begin becomes absurd simply because other options, ultimately less valuable than the initial longer-term objective, have become immediately accessible (Rachlin, 2000a). Apparently for that reason alone, these choices that may be categorically classified as temporarily short-term assume an irresistible level of attractiveness: the result may be excessive consumption leading to obesity or procrastination leading to failure to achieve (Ainslie, 2010). The problem, akrasia or weakness of will, occurs also in the more serious contexts of substance abuse and problem gambling, even when the individuals concerned know from experience the deleterious outcomes of their behavior and have the “best intentions” of changing it. Once again, the questions of the apparently “divided self” or “multiple selves” arise (Elster, 1987; Ainslie, 2001; Ross et al., 2008). It is interesting that Searle (2001) speaks of akrasia as a common characteristic of rational beings: in what sense are we to understand the rationality that underlies such self-defeating behavior?

The initially self-controlled and subsequently impulsive behaviors involved in preference reversal can be traced to neurophysiological and cognitive bases of competing decision systems. Jentsch and Taylor (1999) propose that drug seeking stems from amygdala-based reward processing that intensifies the incentive value of potentially addictive substances, accompanied by the weakened capacity of frontal cortical processes to impede such behavior. Bechara (2005) similarly argues that the extent of an individual’s willpower to resist drugs depends on the relationship between an impulsive system based on the amygdala which indicates the immediate outcomes of behavior and a reflective system, based on ventromedial prefrontal cortex (vmPFC) which indicates delayed outcomes (Bickel and Yi, 2010). This relationship has been most comprehensively described, however, in the competing neuro-behavioral decision systems (CNDS) model which hypothesizes that two competing neural systems, respectively, exert excitatory or inhibitory control over potentially addictive behavior (Bickel et al., 2013).

The CNDS model proposes that imbalance between an individual’s “impulsive” and “executive” categorical systems

---

**BOX 1 | Temporal discounting and preference reversal.**

A reward that is to be received at some time in the future – say, $100 in a year’s time – does not seem right now to be worth waiting that long for unless there is some extra bonus attached to it. If someone owes me this amount and offers to let me have in 12 months, I am inclined to say that I will require, say, $110 at that time. Reward for which one has to wait are devalued or discounted. We say that temporal discounting is concerned with the current subjective value of a reward that will be received in the future, i.e., the value of that future reward rated in the present moment. Financial professionals discount exponentially, i.e., at a constant rate regardless of the time elapsed. Their behavior can be expressed as $V_t = A e^{-kt}$ where $V_t$ is the present value of a delayed reward, $A$, the amount of delayed reward, $k$ a constant proportional to the degree of temporal discounting, $t$ the delay of the reward, and $e$ the base of natural logarithms. Because this behavior is based on a constant rate of discounting, a larger, later reward (the LLR, available at $t_D$) always has a value greater than that of a smaller reward available sooner (the SSR, available at $t_S$). This is shown in the first segment (A) of the figure, where the two lines, representing the relative values of the reward, never cross.

Often, however, human behavior is marked by a style of discounting in which the value of a reward changes radically as the time remaining before it becomes available is reduced. While the LLR is preferred at $t_D$, indicated by the initially higher line in segment (B) of the figure, just prior to $t_S$, when the SSR will becomes available, its value markedly increases, the curves cross, and the individual opts for the poorer reward. This form of temporal discounting and the preference reversal it involves is described by a hyperbolic function: $V_t = A/(1+kD)$ in which $v_D$ is the discounted value of a reward of a particular magnitude or amount, $A$, received after a delay, $D$ (Mazur, 1987; Madden and Bickel, 2010). Rate of discounting varies with the amount of delay (Ainslie, 1992, 2001; Rachlin, 2000a; Rick and Loewenstein, 2008).
influences his/her rate of temporal discounting (see Box 1).\(^1\) Hyperactivity of the impulsive system, based on limbic and paralimbic brain regions, coupled with hypoactivity of the executive system, based in the prefrontal cortex (PFC), results in a tendency to discount the future steeply and to engage in addictive behavior (Bickel and Yi, 2008). A major premise of the CNDS model is, therefore, that the impulsive and executive systems must be in some respects antipodal categories and yet contribute in a complementary manner to the determination of the individual's temporal discounting behavior and valuation of currently and potentially available reinforcers. These have been concerns of the CNDS model's authors who also emphasize the role of metacognition (i.e., "cognition about cognition" or "thought about thought") in the regulation of inter-system connectivity (Jarmolowicz et al., 2013). In attempting to clarify further the factors responsible for the achievement of relative balance between the impulsive and executive systems, this paper explores further the antipodality of the model's categorical component decision systems and, in particular, the nature and role of metacognition in their relationships.

The CNDS model has two important implications for the resolution of the question of multiple selves. First, by incorporating cognitive or decision-making contributors to the extent of an individual's temporal discounting tendency, it links to the capacity to regulate behavior through goal setting and maintenance, social cognition (understanding why others behave as they do), and insight (taking one's own imperfections into account in judging behavioral outcomes). Second, the model's incorporation of operant behavioral economics and neuroeconomics (Bickel et al., 2007, 2011, 2012a) facilitates its integration with the economic reasoning which underlies another significant contribution to the explanation of multiple selves and their interaction, namely picoeconomics (Ainslie, 1992, 2001; Ross, 2012; Foxall, 2014a,b).

Ainslie (1992) speaks of the problem of akrasia by reference to separate interests that are in conflict: one concerned with our gaining long term benefit such as engaging in productive work, the other with short-term pleasures like undemanding amusement. One's experience as the locus of this clash of interests is often marked by a sturdy resolve to undertake the more rewarding activity, followed by a lapse into the other just as it becomes available, followed by regret, further resolution and perhaps inevitable relapse. This cycle is characteristic of addiction but it also marks many everyday switches of preference involved in less extreme behavior. What is so preferable when we make our plans is edged out by an alternative that is initially unthinkable but of immense value as it arrives in sight. Even though we know full well that the activity which we were determined to undertake when we set out will bring greater benefit, the fact that it is delayed while the less beneficial can be obtained immediately raises the value of the latter sharply till it exceeds the current worth of the other (see Box 1). An intriguing facet of Ainslie's approach is the possibility that, by "bundling" together (Figure 1) the combined benefits of a series of later-appearing reward and comparing these in toto with the immediate benefit of a current less valuable choice, it is possible to overcome the temptation to make a sub-optimal decision (i.e., to exercise "willpower" or "self-control"). Hence, picoeconomics has implications for the role of cognition and metacognition in relationships between neuro-behavioral decision systems and the place of agency in understanding their interaction.

Some of these implications are taken up by Ross (2009) who defines the situation in economic terms by reference to two reward available at different times such that \(a\) is, for example, taking a short vacation starting in a week \([t_1]\), and \(b\) is, for instance, starting a 2-years course of study for a higher degree, \([t_2]\). Looking well into the future, the person's utility function indicates that \(b\) is preferable to \(a\). At this point, the person discounts the future rather gently. However, as the time for the vacation to occur becomes closer, the person's utility function indicates a preference for \(a\) over \(b\). Ross (2012) models the various picoeconomic interests in two ways depending on whether these interests are conceived as acting synchronously or diachronically. In the first case, they may be seen as subagents that have either conflicting utility functions or divergent time preferences. Agents with conflicting utility functions may be modeled in terms of a Nash equilibrium game among these agents. Modeling the behavior of subagents whose time preferences diverge adverts to the sub-personal level of neurophysiology in which a hyperbolic time preference emerges from "competition between steeply exponentially discounting

---

\(^1\)Behavior analysts have conducted a large volume of research on temporal discounting and the matching phenomena which underlie it (Ferster and Skinner, 1957; Herrnstein, 1997). For reviews of this research, see Madden and Bickel (2010), Dallery and Soto (2012), Grace and Hucks (2012), Hursh et al. (2012), Jacobs et al. (2012), Foxall (2016). See also Foxall (2015) and the special issue on Operant Behavioral Economics this introduces.
limbic' regions and more patient (less steeply exponentially discounting) 'cognitive' regions (Ross, 2012, p. 720). Like the CNDS model, this picoeconomic portrayal depends heavily on the findings a key experiment in neuroeconomics based on fMRI scans of humans choosing between SSR and LLR (McClure et al., 2004). In the process of scrutinizing immediate reward, participants activated brain regions that involve emotion, namely medial orbitofrontal cortex, medial prefrontal cortex/pregenual cingulate cortex, and ventral striatum. However, while examining longer-term payoffs, they activated areas of the lateral PFC (implicated in higher cognitive functioning), and part of the parietal cortex related to quantitative reasoning. In his modeling of picoeconomic conflict in terms of diachronically appearing multiple selves, Ross (2012) specifies briefly about the cognitive demands of such a portrayal: each subagent is portrayed as temporariness in control of the person's behavior, with its own utility function and incomplete knowledge of the other, though its utility is constrained by the investments made by earlier-appearing agent(s).

In seeking to clarify the issue of multiple selves, this paper draws on recent investigations of antipodality between the categorial components of the impulsive and executive systems (Bickel et al., 2012b). This work is invaluable for identifying the elements of a theory of behavior that would account for both normal and excessive (addictive) consumption of substances such as alcohol and other drugs and activities such as gambling. Importantly, it demonstrates which elements of the impulsive system are antipodal to elements of the executive system (and can, therefore, be properly considered categorial components of these antithetical tendencies), as well as those which play a broader role in the execution of appropriate behaviors. Prominent among the latter are what the CNDS model identifies as metacognition and the goal-directed regulation of behavior (Jarmolowicz et al., 2013).

The paper builds on the results of this work to propose a model of cognitive functioning in addiction that places the impulsive and executive systems in a framework consistent with recent developments in multi-process theories of cognition (Stanovich and West, 2000; Stanovich, 2009, 2011). It thereby incorporates a broader domain of theory on the cognitive control of behavior which acknowledges a long-standing division of thinking into that which is rapid and intuitive as opposed to that which is slow and deliberative (Evans and Stanovich, 2013). This dichotomy of categories is similar to that which marks the distinction between impulsive and executive systems and is consistent with the account of behavioral control that the examination of the CNDS model in terms of antipodality reveals. The advantage of such a framework is that it allows for a forum within which the competing demands of the impulsive and executive systems interact so that conflict is resolved and behavior that generates more acceptable long-term consequences is selected over short-term expediency.

The central focus is, therefore, on the structure of the CNDS model and, in particular, its incorporation of metacognitive control of behavior. In the next sections, the CNDS model is described in greater detail and the implications of antipodality for the construal of decision systems is discussed. The questions of how metacognition is depicted in the model and a potential tripartite model are the foci of the following sections. Finally, the implications of the analysis for understanding the multiplicity of selves involved in the decision process are discussed by critically examining the emergent framework in terms of picoeconomic bundling behavior.

THE COMPETING NEURO-BEHAVIORAL DECISION SYSTEMS MODEL

The Neurophysiological Dimension
At the neurophysiological level, the CNDS hypothesis (Bickel et al., 2012a, 2013) assumes that normal and addictive behaviors reflect the balance between the relative hyperactivity of the limbic and paralimbic systems that are differentially implicated in emotional responding and the relative hypoactivity of prefrontal cortical areas that are differentially implicated in judgment, planning, and other cognitive activities. Hence, the degree of addictiveness exhibited in behavior reflects the balance of activity in brain regions, the first of which, the impulsive system, based on the amygdala and ventral striatum, involves the distribution of dopamine during reinforcement learning, while the second, the executive system, residing in the PFC, is implicated in the evaluation of reward and their outcomes. The competing systems that comprise the model are more broadly based that these neurophysiological regions, embracing in addition behavioral and cognitive components which justifies their being called neuro-behavioral decision systems. (Bechara, 2005, nominales these the impulsive system and the reflexive system, respectively; see also Verdejo-Garcia and Bechara, 2009).

The Impulsive System
The impulsive system incorporates the amygdala and ventral striatum, a midbrain region concerned with the valence of immediate results of action, and is liable to become hyperactive as a result of “exaggerated processing of the incentive value of substance-related cues” (Bechara, 2005, p. 1459). Drug-induced behaviors correlate with enhanced response in this region when the amygdala displays increased sensitization to reward (London et al., 2000; Bickel and Yi, 2008). The receipt of positive reinforcers of all varieties causes the release of dopamine in the nucleus accumbens. This is true of both utilitarian reinforcers such as drugs of abuse, and the receipt of informational reinforcers such as social reward or self-esteem (Foxall, 2011). It is also the case for of the receipt of money which has both utilitarian and informational aspects. In the case of a drug of abuse, such brain reward is acute. The effect of the drug in inculcating LTP at specific synapses is recorded in the hippocampus as the result of experience (memory). In the amygdala is involved in the

1Recent research indicates a far more complicated picture than this. LTP is currently understood as no more than a possible molecular mechanism of learning (see, for instance, Migaud et al., 1998; Uetani et al., 2000). The role of LTD, which has been correlated with learning, is of particular importance. Present knowledge on synaptic plasticity and learning performance, incorporating the learning of drug's capacity to reward, indicates that LTP and LTD tend toward an optimal balance which may influences memory performance. Memory formation may also
creation of a learned (conditioned) response to the stimuli that accompany the use of the drug. These accompanying stimuli might take the form of informational (social) reinforcers and discriminative stimuli. (For discussion of these points, see, inter alia, McGaugh, 2004; Phelps, 2006; Gruber and McDonald, 2012.)

The resulting focus of research has been on the mesolimbic dopaminergic system and other brain regions such as the amygdala and ventral striatum involved in emotional responses. But there is recent evidence that the insula is important because of its relation to conscious craving for drugs (Naqvi and Bechara, 2008). This role has been revealed by correlation-based fMRI studies which show the increased activity of the insula during self-reported urges to ingest drugs. Such activity is related to the emergence of the secondary reinforcers which tie drug use to specific behavioral and contextual factors and to the cognitive drivers of drug use. "Over time, as addiction increases, stimuli within the environment that are associated with drug use become powerful incentives, initiating both automatic (i.e., implicit) motivational processes that drive ongoing drug use and relapse in addiction to conscious (i.e., explicit) feelings of urge to take drugs" (Naqvi and Bechara, 2008, p. 61; see also Naqvi et al., 2006). The ritualistic practices involved in the preparation of drugs, associated with specific places, apparatus, packages, lighters, and so on, thus become sources of the pleasure that reinforces not only those activities but the consummatory acts of drug ingestion. These processes, which elicit specific memories of encounters with the contexts and the drugs, are also responsible for differences in the subjective experience of urges for various drugs be they cigarettes, cocaine or gambling. By ensuring that the individual keeps particular goals "in mind," the insula is also involved in (thwarting) the executive functions that might overcome drug urges (cf. Tiffany, 1999). The learning process includes the development of neural plasticity through DA-priming with respect to the impending chain of appetitive events; Naqvi and Bechara (2008) propose that this DA-dependency invokes activity in the insula and associated regions such as the VMPFC and amygdala. The plasticity involves the establishment of representations of the interoceptive outcomes of using drugs and thus engender relapse even after long periods of non-use.

The Executive System

The executive system, which includes the PFC is normally associated with the executive functions of planning and foresight (Barkley, 1997, 2012), and is hypothesized to become hypoaffective in the event of addiction. In the absence of its moderating function, effects of the hyperactive dopaminergic reward pathway are exacerbated, leading to an imbalance which is implicated in the enactment of dysfunctional behavior. The behavioral concomitant of these neurophysiological processes is observable in the rate at which individuals discount the value of future reward in favor of more-immediately appearing reinforcers (Bickel and Yi, 2008). In the context of addiction, the CNDS hypothesis posits that drug seeking results from "amplified incentive value bestowed on drugs and drug-related cues (via reward processing by the amygdala) and impaired ability to inhibit behavior (due to frontal cortical dysfunction)" (Bickel and Yi, p. 2).

Analysis of the neurobiological pathway proposed to account for the acquisition by the PFC of the capacity to control the higher-level cognitive functions involved in the regulation of behavior in the face of environmental programming reveals a two-stage process (Miller and Wallis, 2009). The first stage is the impingement of signals generated via reinforcement learning on the PFC circuitry: reinforced operant behavior is accompanied by the production of signals that associate PFC functioning with aspects of the stimulus field (the setting in which the behavior takes place), the nature of the behavioral response enacted, and the reinforcing and punishing consequences that are its outcomes. Repeated responding in these circumstances is capable of generating strong PFC representations of the contingencies of reinforcement that maintain such behavior. The second stage in the argument is to account for these signals and the actions of dopaminergic neurons of the midbrain. In the course of learning through the repeated performance of behavioral responses, reinforcers initially activate the dopaminergic neurons themselves, but subsequently the stimuli that predict the reinforcers, rather than the reinforcers themselves, come to activate the dopaminergic neurons. Should an expected reward not appear, the rate of firing of the dopaminergic neurons is reduced. The discrepancy between the expectation of reinforcement and its non-appearance, coded by the dopaminergic neurons’ activity is known as the reward prediction error and is instrumental in the organism’s subsequent ability to direct its actions more effectively toward the achievement of reinforcement (Miller and Wallis, 2009, p. 103-104; see also Foxall, 2014b).

The fundamental assumptions that reinforcement is coded by dopaminergic neurons (Schultz, 1992; Robbins and Everitt, 2002) and that RPEs are also reflected in the firing rates of dopaminergic neurons (Schultz et al., 1997) ground the relationship between neoclassical micro-economics and neuroscience on which neuroeconomics rests (Glümer, 2011). For present purposes, they serve to integrate operant psychology with these disciplines by promoting a causal connection among reinforcement, neuronal activity, and behavior (Schultz and Dickinson, 2000; Schultz, 2010).

The Behavioral Dimension

The operations of these systems combine to generate behavior that reflects the individual’s valuation of future events, his/her degree of “temporal discounting.” Hyperbolic temporal discounting is the procedure in which the later-occurring of two reward is diminished in an individual's subjective estimation even though it is the larger, with the result that the more immediate reward is selected in preference despite its being by definition the smaller of the two. This “impulsive” behavior is described by the hyperbolic discounting function

\[ V_d = \frac{A}{1 + kD} \]
where $V_d$ is the discounted value of a reward of a particular magnitude or amount, $A$, received after a delay, $D$ (Mazur, 1987; Madden and Bickel, 2010). The $k$ parameter indicates the extent to which the value of the LLR diminishes compared to that of the SSR over time (Stein and Madden, 2013). The major behavioral characteristic of choice described hyperbolically is that the individual is likely to reverse preferences as time advances, an observation which is highly relevant to the extreme drug-use and gambling already mentioned, the making of resolutions to change, and the yielding to temptation that may follow. Behavior that discounts the future is of central importance to the CNDS model insofar as temporal discounting is an index of the extent to which behavior is under the control of the tendency toward disinhibited impulsivity (the selection of an SSR rather than an LLR) as opposed to the inhibiting influence of the executive functions which results in the choice of LLR over SSR (“self-controlled” behavior) (Bickel and Marsch, 2000; Bickel and Yi, 2008; Barkley, 2012).

It is reasonable to inquire how the valuation an individual attaches to the outcomes of his/her future behavior should be understood. The CNDS model argues that the neurophysiological tendencies of the impulsive and executive systems eventuate in an individual’s degree of temporal discounting behavior which is explicable in operant terms that translate readily into economic considerations (Bickel et al., 2007, 2011). Bickel et al. (2012a) argue that addiction can be conceptualized as an outcome of “reinforcer pathologies” that can be analyzed in terms of behavioral economics, specifically the inelasticity of demand (manifesting in a willingness to pay an extraordinarily high price for a drug reward) and extremely steep discounting of the future (manifesting as over-valuation of an immediately available reward). These elements which reveal an excessive valuation of one reinforcer in comparison with other available reward and impulsivity, respectively, are consistent with the pattern of behavior found in addicts who may accordingly be defined as “people for whom the transient benefits of the addictive behavior persistently outweigh the significant short- and long-term costs of these choices” (Bickel et al., 2012a, p. 334–335). The portrayal of these benefits in terms of positively- and negatively reinforced behaviors is confirmed by the neurophysiological analysis of addiction which depicts addicts’ initial drug administration as determined by the pleasures this confers and their later drug use as a means of avoiding or escaping from deleterious consequences such as withdrawal symptoms (Koob, 2013). Some aversive consequences cannot be avoided by further drug administration, however; the social isolation and damage to health that often result from persistent addiction are examples of the punishing outcomes of such behavior (Rachlin, 2000b; Foxall and Sigurdsson, 2011).

The Need for a Cognitive Dimension

There are several reasons for thinking more formally about the place and function of a cognitive dimension within neurophysiologically based models of decision-making. The principal reason in the current context stems from the fact that the “valuation” involved in temporal discounting is a mental construct which requires explanation in terms of cognitive representation and evaluation. This, in turn, raises the concern that the present dual process structure of the model may be inadequate to the task of accounting for the metacognitive processes involved in the exercise of self-control. In the discussion that follows, the distinction between the subpersonal level of exposition, that concerning brains and neuronal activity, and the personal level of exposition, that which involves intentionality (e.g., desires, beliefs, emotions, and perceptions) and behavior (Dennett, 1969), is not only of primary importance but in violative (Foxall, 2007).

**ANTIPODALITY**

**Bases of Antipodality**

The CNDS model is an example of a dual process theory, i.e., one that builds on a substantial volume of social scientific argument that human cognition is characterized by two categorical styles of processing (Frankish and Evans, 2009). Type 1 processing is autonomous: its execution is rapid and mandatory, economizes on central processing capacity and higher-level control systems, and employs parallel processing so that it avoids interfering with other cognitive operations. These characteristics illustrate the computational ease that makes Type 1 processing the default processing mode: unless it is overridden, it will automatically generate a category of responses to environmental conditions. Type 1 processing includes the regulation of behavior by the emotions, encapsulated modules that solve adaptive problems, implicit learning processes and the automatic firing of overlearned associations. By comparison with the Type 1 thinking that characterizes the autonomous mind (Stanovich, 2009), the second category of processing, type 2, is slow and makes heavy computational demands. It requires attention, which is costly, and is involved in conscious problem solving, eventuating in behavior that is directed toward achieving long-range consequences.

The distinction between the impulsive and the executive systems, and that between their respective styles of processing, suggests at least two categorical bases of evaluation and judgment that have opposing tendencies toward behavioral outcomes. This implies that at the systems can be construed as antithetical in important respects that can be related to their interaction to produce particular observed behavior patterns. These antipodal tendencies of the impulsive and executive systems ought ideally to indicate why behavioral imbalance would result from the hyperactivity of one system simultaneously with the hypoactivity of the other, a possibility which Bickel et al. (2012b) have investigated. These authors propose eight executive functions relevant to the CNDS model: Attention, Inhibitory control, Valuing future events, Cognitive behavioral flexibility, Working memory, Planning, Emotional activation and self-regulation, and Metacognitive processes. The first four are categorized as concerned with the cross-temporal organization of behavior (CTOB). Emotional activation and self-regulation (EASR), comprising two elements: Processing of emotional information and Initiating and maintaining
goal-related responding, and metacognition (MC) comprising two more: Social cognition (consisting in theory of mind, empathy) and Insight (or self-awareness). In addition, they propose as elements in the impulsive system, two trait impulsivities: Sensation seeking and Sensitivity to reward, and four state impulsivities: Behavioral disinhibition, Attention deficit impulsivity, Reflection impulsivity, and Impulsive choice (preference for SSR over LLR). The impulsive and executive systems, delineated in terms of the components identified by Bickel et al. (2012b), are shown as interacting systems in Figure 2.

Bickel et al. (2012b) assess antipodality by reference to four criteria: definition, measurement, overlapping of clinical populations, and commonality of neural substrates of the elements of impulsivity and executive function that comprise the CNDS model. It emerges from their analysis that the four state impulsivities are definitionally antipodal to four of the executive functions. Attentional deficit impulsivity and attention are clearly opposites, while the definitions of behavioral inhibition and behavioral disinhibition contain common characteristics that set them apart. In addition, reflection impulsivity tends toward the opposite of planning. Finally, the selection of SSR over LLR is antipodal to the capacity to value future outcomes. Note that the four executive functions identified as having antipodal impulsivities all belong to the CTOB grouping.

The analysis of antipodality also reveals a categorically distinct though coterminous measures of impulse system and executive system items in the case of attention-deficit impulsivity and attention, and for behavioral inhibition and behavioral disinhibition. Reflective impulsivity and planning are less similar in their measurement. Finally, the delay discounting methods employed to measure impulsivity have recently come to be used in the measurement of executive functions. Note once more that these results establish CTOB as the seat of executive function which is the antipode to impulsivity.

The third source of evidence is the overlap of clinical populations whose members suffer from addiction and who show either hypoactive executive function or hyperactive impulsivity. Some substance users/abusers for instance demonstrate response inhibition deficits and excesses in behavioral disinhibition. When the substance is alcohol, this tends to be accompanied by lack of attention on the one hand and exaggerated attention deficit impulsivity on the other. Deficits in planning and high levels of reflection impulsivity are found in users of amphetamines, cigarettes, and opiates. Finally, addicts to alcohol, cigarettes, cocaine, and heroin display steeper discounting of delayed reward more than controls do. Executive function deficits are also closely related to drug addiction.

Finally, in terms of the overlap in neural substrates of brain regions implicated variously in the functioning of the impulsive and executive systems, it is noteworthy that the insula and parts of the PFC are implicated in both behavioral disinhibition and behavioral inhibition. Moreover, since choice impulsivity and the valuation of future events are measured by means of delay discounting assignments they must recruit the same brain areas; they also cite the strongly emerging evidence that the limbic and paralimbic areas are implicated in immediate choice whilst parts of the PFC are implicated in the selection of delayed reward (and therefore with the valuation of future events). Again, it is noteworthy that all of these executive functions belong to the CTOB category. There is, however, little evidence of any overlap between the neural substrates of reflection impulsivity and planning other than the observation that individuals with lesions to the frontal cortices exhibit high reflection impulsivity which supports the view that DLPF and DMPFC are concerned with planning. There is also a paucity of evidence for any neural overlap for attention and attention deficit impulsivity. Nor is impulsivity antipodally related to working memory, EASR or MC even though impediments to these are found variably in addiction. Overall we may conclude that CTOB is antipodally related to the state impulsivities by evidence that they implicate similar neural substrates but that there is little evidence that the other elements employed in the categorization of executive functions shown in Figure 2 are similarly related to impulsivity.

This does not constitute an original critique of the CNBDS model; indeed, the points made are all acknowledged by Bickel et al. (2012b). These authors specifically note that working memory answers no antipodal aspect of impulsivity and they draw attention to the lack of antipodal relationship between EASR and MC on one hand and impulsivity on the other. Such a relationship would be expected if EASR and MC belonged to executive functions. However, this examination of the findings suggests an alternative depiction of how the impulsive system and executive system are related.

---

**Figure 2** Competing Neuro-behavioral Decision Systems (CNDS). This depiction shows the interaction of the impulsive and executive systems which are delineated in terms of the components as identified by Bickel et al. (2012b).

---
Locating Metacognition

Since the evidence for antipodality locates the competing classes of activity of the impulsive and executive systems firmly within neurophysiological bases, the task remains of placing the decision-making or cognitive elements of CNDS, currently located in the executive System (Figure 2), for which no evidence of corresponding and antipodal functions within the impulsive system has been adduced. There are in fact good reasons for separating metacognition (MC) and emotional activation and goal regulation (EASR), in which these cognitive or decision-making functions inhere, from the neurophysiological dimensions which are demonstrably antipodal. Because both MC and EASR involve thought or feeling about thought or feeling, I shall refer to them collectively as metacognition, though there may not exclusively fulfill this role in explaining human behavior. The justification for treating these cognitive variables as involved in the explanation of behavior is as follows.

If the CNDS model were conceived solely in terms of the neurophysiologically defined impulsive and executive systems that have been shown to be antipodal, then the individual’s behavior manifested in a degree of temporal discounting peculiar to him/her would be the outcome of a sub-personal battle between opposing biological forces. Behavior would be starkly determined by innate neurophysiological capacities resulting from phylogenetic evolution, modified by a learning history that results in natural plasticity formed in a process of Hebbian or similar learning (Rolls, 2008). Behavior would be no more than contingency-shaped, determined in its totality by contingencies of natural selection and operant conditioning. However, this would be to ignore the rule-governance of behavior, the possibility of an influence of reflective thought on responding. By including MC and EASR in their model, Bickel et al. (2012b) take this into account. Their inability to find or suggest functions of the impulsive system that are antipodal to these cognitive functions, which in any case repose uneasily among the other elements of the executive system depicted in Figure 2, argues for their separate consideration. The resulting re-conceptualization is shown in Figure 3 in which MC and EASR are shown separately from the executive system which contains only those elements that are demonstrably antipodal to elements of the impulsive system. The impulsive system retains pro tem the trait impulsivities, sensation-seeking and reward sensitivity, that have no demonstrable correspondents in the executive system. Figure 3 indicates also the reliance of MC and EASR on working memory.

The empirical outcome of the search for antipodality between impulsive and executive systems represented by Bickel et al’s (2012b) research suggests the outcome shown in Figure 3. But there is a theoretical imperative for the proposal that metacognition occupy a superordinate position to the competing impulsive and executive systems. If the conflict of these systems is to be resolved by means of “cognition about cognition” or “thinking about thinking,” it follows that such metacognitive activity must take place in a forum separate from the categorial systems themselves: how else could such activity decide between the interests these systems underpin? As a judge always sits apart from and acts independently of the advocates of plaintiff and defense, the realm of mediation, intercession, and arbitration in
decision-making cannot be incorporated within either the short-range interest that tends toward immediate gratification or the long-range interest that seeks a wider echelon of optimization.

**A tri-PROCESS MODEL**

**Structure of the tri-Process Model**

Recent theoretical development in multi-process theory suggest that metacognitive processes such as MC and EASR are most appropriately positioned as superordinate to the interactions of impulsive and executive systems as well as other systems that influence their interrelationship (Stanovich, 2009). Since no antipodal relationship between MC and EASR on one hand and components of the impulsive system on the other suggests that this possibility at least be considered as a means of understanding more fully the import of the CNDS model.

The similarity of the Type 1/Type 2 dichotomy to that of the Impulsive system/Executive system distinction is readily apparent. But any conclusions about the structure of the CNDS model in terms of these different styles of processing should take account of Stanovich’s proposal for a tri-process theory (Figure 4). In proposing such a structure, Stanovich (2009) extends his earlier model both conceptually by adding a level of processing as well as by increasing the number of systems that comprise each level of processing. So, instead of a single Autonomous Mind, Stanovich (2009, p. 56) proposes “a set of systems in the brain that operate autonomously in response to their own triggering stimuli and are not under the control of the analytic processing system [i.e., System 2]”. This heterogeneous set, to which he refers as The Autonomous Set of Systems (TASSs), contains systems that are related in terms of their style of functioning (i.e., automaticity) rather than related by modularity. The proposed tri-process CNDS model incorporates two systems of Automatic Mind: the state-impulsive system comprising the state impulsivities and the trait-impulsive system comprising sensation-seeking and reward/reinforcement sensitivity (See also Kahneman, 2003, 2011; Shea et al., 2014).

Type 2 processing is divisible into two sorts of operation, each characteristic of a “kind of mind” (Dennett, 1996). The **Algorithmic Mind** involves individual differences in fluid intelligence, that which is measured by IQ tests, while the **Reflective Mind** involves individual differences in rational thinking dispositions. Rationality is broader than intelligence, requiring well-formulated desires (goals), highly calibrated beliefs and the ability to act on them in order to achieve the goals. It is, therefore, closely associated with the elements that Bickel et al. (2012b) position as components of the Executive system which, in their analysis, found no corresponding antipodal response in the Impulsive system.

The distinction between the two Type 2 systems posited by the tri-process theory rests on several functional differences. The key function of the Reflective Mind is the inauguration of the call to begin cognitive simulation or hypothetical reasoning. The key operation of the Algorithmic Mind in this is the decoupling it carries out. Decoupling is cognitively demanding, assisted by language which provides “the discrete representational medium that greatly enables hypotheticality to flourish as a culturally acquired mode of thought” (Stanovich, 2009, p. 63). Hypothetical thought requires
the representation of assumptions for instance and linguistic forms like conditionals readily allow this. Decoupling abilities differ in their recursiveness and complexity. Decoupling makes it possible to distance oneself from the representations so they can be reflected on and improved. Decoupling is therefore the key function of the algorithmic mind. It is clearly a System 2 operation in that its occurrence occurs serially and incurs high computational expense. The literature on executive function and working memory, he argues, supports the view that the main function of Algorithmic Mind is to achieve decoupling among representations while conducting cognitive simulation.

The cognitive control exerted by elements of the tri-processual model is justified as follows. System 2, representing analytic mind, contains two levels of functioning: the algorithmic level and the reflective level. TASS systems will function on a short range basis unless this is overridden by the Algorithmic System which give precedence to the long range goals of the analytical system. These latter reflect the goals of the person and the “epistemic thinking dispositions”. But these goals and dispositions must arise at a level superior to that of the Algorithmic System namely in the Reflective System “a level containing control states that regulate behavior at a high level of generality” (Stanovich, 2009, p. 57). This distinction of analytical systems gives rise to a tripartite system of cognitive processing. The Algorithmic Mind and the Reflective Mind share properties (such as capacity-limited serial processing) that distinguish them from the Automatic Mind (Stanovich, 2009, p. 58) But Algorithmic Mind and Reflective Mind can still be distinguished from one another, especially if we think in terms in relation to the impulsive executive systems. If these two systems of Automatic Mind are in conflict or competition, as the CNDS model proposes them often to be, any adjudication between them that results in a compromise or balanced influence on behavior will have to be done at a superordinate level of processing. It must draw on system goals and strategic procedures that are not the property of either of these systems but of a level of processing that is superior to both of them. This is the Reflective Mind.

Stanovich (2009) argues that measures of the executive functions actually draw upon elements of the Algorithmic Mind rather than the Reflective Mind. While the term “executive” seems superficially to suggest that these functions concern the highest level of mind, Reflective Mind, the tasks used by cognitive scientists to assess executive function actually test skills that result from Algorithmic Mind. Research in cognitive psychology in particular has been concerned with tasks that involve algorithmic level decoupling abilities: stanovich mentions “stop signal paradigms, working memory paradigms, time sharing paradigms, inhibition paradigms” which are highly suggestive of the components of executive function that Bickel et al. (2012b) found to be antipodal to state impulsivities. Individual differences in Reflective Mind capabilities are scarcely involved in these tasks if at all. The Reflective Mind, especially with respect to its involvement in epistemic regulation and cognitive allocation is involved in cognitive control at a level beyond that of the computational capacity to maintain decoupling. Stanovich (2009, p. 66) argues, therefore, that the executive functions have been misnamed: they are essentially supervisory processes, he maintains, based on eternally provided rules rather than internally inaugurated decision-making. By contrast, Reflective Mind is involved in setting “the goal agenda” or in operating at the level of epistemic regulation which he defines as “directing the sequence of information pickup”. Executive functions are not engaged in this kind of work.

While the executive system belongs to the Algorithmic Mind, however, it does not constitute the Algorithmic Mind exclusively. The executive system is fundamentally involved in the overriding of the Automatic Mind but other functions of Algorithmic Mind such as the execution of decoupling are not carried out by the executive system. Similarly, the impulsive system is not the sole element of TASS; the trait impulsivities (sensation seeking and reinforcement sensitivity) also belong to TASS and are involved in moderating the tendency toward impulsivity or self control at the behavioral level. Hence, even the Type 1/Type 2 dichotomy recognizes a complexity that goes beyond that of the original CNDS model. However, Stanovich (2009, 2011; Stanovich et al., 2012) argues for a further distinction, this time between the kinds of processing for which Type 2 systems are severally responsible, which if accepted complicates the division between impulsive and executive systems made by the CNDS model. The interaction of Type 1 and Type 2 processing is evinced by the capacity of the second to prevent the automatic responses inherent in Type 1 processing to engender impulsive behaviors that result in suboptimal outcomes. “Better” responses depend on Type 2 hypothetical reasoning in which the individual builds models of the world and performs cognitive simulations on them. Stanovich et al. (2012, p. 787) comment, “When we reason hypothetically, we create temporary models of the world and test out actions (or alternate causes) in that simulated world,” words reminiscent of Popper's observation that "our conjectures, our theories, die in our stead!” (Popper, 1977) In order to effect this cognitive functioning, Type 2 processes can override those of Type 1, interrupting and suppressing Type 1 functioning and then substituting alternative responses. Moreover, in order to form simulations, it is necessary to decouple simulated models from the real world so that they can be manipulated independently. This initiation of decoupling secondary representations from the world and maintaining them while simulation occurs is a Type 2 operation.

Having “taken TASS offline,” the Algorithmic Mind initiates decoupling which enables cognitive simulation to take place. The outcomes of this are reviewed by Reflective Mind which initiates change in serial associative cognition which influences Algorithmic Mind to develop a response. The initiation of serial associative cognition illustrates that while all hypothetical thinking involves analytical mind, not all the actions of analytic mind involve hypothetical thinking. Serial associative cognition is somewhat shallow thinking, “cognition that is not rapid and parallel such as TASS processes, but is nonetheless inflexibly locked into an associative mode that takes as its starting point a model of the world that is given to the subject” (Stanovich, 2009, p. 68, 70). Serial associative cognition “is serial and analytic . . . in style, but it relies on a single focal model that triggers all subsequent thought.” Hypothetical thinking constitutes a
vital reasoning function. The reflective and algorithmic processes of the analytic mind each have a key function within this process. Hypothetical thinking is closely related to the notion of TASS override. The analytic system must take TASS-initiated tendencies toward behavior offline and replace them with a more appropriate response. Such better responses come from cognitive simulation where they can be tested; only if they survive that will they be adopted.

**Triple Processing in the Context of CNDS**

It is feasible, therefore, to develop the CNDS model by incorporating MC and EASR as components of a level of processing superordinate to those of the impulsive and executive systems (Figure 4). This figure depicts two Type 1 impulsive or TASS systems: the first comprises the state impulsivities that Bickel et al. (2012b) showed to be antipodal to components of the Executive system; the second is composed of the two trait impulsivities, sensation seeking and reward sensitivity, that are not linked antipodally to elements of the Executive system. They are shown here as exerting modifying influences on the relationship between the State Impulsive System and the Executive System. This key relationship is shown by the bold arrow. The Executive System exerts Type 2 influence on this relationship which is modified also by the action of the Type 2 Reflective System which promotes balance between the State Impulsive System and the Executive System. The Type 2 systems draw upon Working Memory, another element ascribed to the Executive system in the original CNDS model (Figure 1) which has no antipodal complement in the Impulsive system, for their operations. For this reason, it is shown separately from the Type 1 and Type 2 systems in Figure 5. The relationship between the State Impulsive System and the Executive System (bold arrow) is the immediate precursor of the degree of temporal discounting exhibited in the individual's behavior.

Individual differences in sensation seeking and reward or reinforcement sensitivity, which may derive from the individual's neurophysiology and/or learning history, are posited as moderating the relationship between the impulsive and executive systems. Sensation seeking is understood by Zuckerman (1979, 1994) as a preference for sensations and experiences that embody variation, novelty, and complexity, together with a willingness to incur physical and social risks in order to gain such experience. Reinforcement sensitivity reflects individual differences in susceptibility to reinforcing and aversive stimuli. Reinforcement sensitivity theory (RST; Corr, 2008; Smillie, 2008) relates propensity to behavior not only to the stimuli that have been consequential on such behavior in the past but also to the mediating neurophysiological events that are the immediate precursors of responding.

Left to itself, the Automatic Mind will act via the state impulsivities, in the absence of any influence of the behavioral inhibition, planning, and attention-maintaining tendencies of the Algorithmic Mind: the result will be a failure to reflect on the longer-range outcomes of immediate behavior, so that the resulting behavior reflects a preference for SSR over LLR. Pursuit of this short-range interest can be overcome only by an intervention of the Reflective Mind which initiates override of the Automatic Mind via the Algorithmic Mind. Acting in response to the Reflective Mind's initiation of override, the Algorithmic Mind activates its executive functions that counter impulsivity (paying attention, drawing on behavioral flexibility and disinhibition, planning, and valuing future events) and which enable longer-term interests to be explored and pursued. Override, which thus consists in the countering of the immediate short range of the Automatic Mind by exercise of the executive functions, does not of itself result in the formulation of a plan for longer-term behavior, however. Planning with foresight entails that the Reflective Mind also initiate the decoupling of the representations for which the Automatic Mind and Algorithmic Mind are responsible so that simulation of alternative courses of action can take place. Simulation makes possible the hypothetical thinking that permits these alternatives to be generated and tested: an apparently satisfactory plan (one that is strategically and consistent with long-term goals and capabilities) engenders a response from Reflective Mind such as the pursuit of a longer-term objective in place of the impulsive action which unencumbered Automatic Mind would have produced.

The trait impulsivities can promote or impede the operations of either the Automatic Mind or the Reflective Mind, working toward the generation of either the short- or long-range interest. Trait impulsivities, sensation-seeking and reward sensitivity, are based on individual differences which are susceptible to learning history as well as the neurophysiological basis of behavior. How the trait impulsivity system works is debatable but it may be responsible for the style of thinking characteristic of or preferred by an individual, his/her tendency toward an analytical or intuitive approach to problem solving (Sadler-Smith, 2009). This would set limits to an individual's range of actual behaviors. Imagine a hypothetical range of behaviors from the most impulsive to the most executively controlled which contains all the actual ranges of behavior of which individuals in the population are capable. The actual range of any individual will be a subset of this. The extent of the actual subset that is the behavioral range of any individual will reflect his/her cognitive style especially as it is determined by sensation-seeking and reinforcement sensitivity, the propensity of his/her behavior to be reinforced by highly arousing stimuli and immediate reward.

The tri-process configuration captures well the requirements of the CNDS model, especially in portraying those of its elements that have been shown to be antipodal, those that remain after the establishment of antipodality has been exhausted, and the relationships among them. The tri-process model comprises an Automatic Mind which responds rapidly to environmental circumstances (which captures well the imperatives of the impulsive system posited by the CNDS model). This Automatic Mind can, however, be checked by the Algorithmic Mind (that includes the executive system which has precisely the antithetical imperatives required to counter the impulsive tendencies of Automatic Mind). The Algorithmic Mind's countering the tendencies of the Automatic Mind relies in turn on its being directed by the Reflective Mind to override the Automatic Mind in order to inaugurated the decoupling of representations based on reality so that the procedure of simulation via hypothetical thought can occur. In simulation, alternative behaviors that
FIGURE 5 | Metacognitive Control of CNDS. This model depicts two Type 1 impulsive systems which are responsible, respectively, for the state impulsivities that are antipodal to the elements of the Executive System, and the trait impulsivities that modify the relationship between the State Impulsive System and the Executive System. This key relationship is shown by the bold arrow. The Executive System exerts Type 2 influence on this relationship which is modified also by the action of the Type 2 Rational System which encourages co-operation between the State Impulsive System and the Executive System. The relationship between the State Impulsive System and the Executive System (bold arrow) is the immediate precursor of the degree of temporal discounting exhibited in the individual’s behavior.

might be enacted can be examined in terms of their outcomes in the short and long term. The information so gained is fed back to the Reflective Mind which inaugurates action. The Reflective Mind has additional functions which include monitoring environmental circumstances and being aware of the likely response of the Automatic Mind to them in order to initiated decoupling and simulation. These are not the functions of the Algorithmic Mind of the tri-process theory or the executive system of the CNDS model.

A tri-Process Framework
The CNDS model portrays normal and addictive behaviors as the outcomes of interaction between an impulsive system based on limbic and paralimbic brain regions and an executive system based in PFC. The interaction is indexed behaviorally by the steepness of the temporal discounting an individual’s decision-making exhibits. Several of the elements of the impulsive and executive systems in the model are antipodal in terms of their definition, measurement, application to populations of addicts, and neurophysiological substrates. Specifically, the state impulsivities of the impulsive system and the elements of the executive system responsible for the CTOB display antipodality. Configuring the remaining elements of the model according to developments in multi-process theories of cognition does not detract from the CNDS model but extends its capacity to explain normal and addictive behaviors. It has, therefore, been argued that elements of the impulsive and executive systems that do not correspond in this way, constitute additional systems that provide a more comprehensive understanding of the ways in which the interaction of the competing systems eventuate in behavioral responses. In the tri-systems theory of Stanovich (2009), a third level of processing (Reflective Mind) provides a mechanism through which the conflicting imperatives toward impulsivity and restraint of more basic systems can be managed and superseded. Metacognition (MC) and EASR, elements of the CNDS model’s executive system which find no antipodal correspondents in the impulsive system, contribute to this third level. The state-impulsive system belongs to what Stanovich terms Automatic Mind, while the executive system belongs to Stanovich’s Algorithmic Mind. The trait impulsivities, sensation-seeking and reward sensitivity, which have no antipodal correspondents in the executive system form an additional system within Automatic Mind. This trait-impulsivity system moderates the individual’s behavioral output which manifests in a rate of temporal discounting. This move receives support from Stanovich and West’s (2003) argument that there are individual differences in how effective Algorithmic Mind is in overriding Automatic Mind. The removal of the trait impulsivities from
the impulsive system to form another TASS makes these variables’ influence more coherent; if they act negatively on the relationship between the impulsive and executive systems, they can undermine overriding, decoupling and perhaps simulation. Ross et al. (2008) note that some individuals may simply be incapable of bundling. One of the causes of this deficiency may be the overvaluation of reinforcers that arises from a tendency toward seeking unusually high levels of arousal and the particularly strong sensitivity to reward.

A Proposal for Empirical Research

The composite model summarized in Figure 5 proposes that the outcome of conflict between the State Impulsivity System and the Executive System is the immediate precursor and cause of the rate of temporal discounting exhibited in the individual's behavior. The model suggests further that the Reflective System is responsible for the extent to which social insight and emotional control exert an inhibiting influence on the tendency toward impulsive behavior (choice of SSR over LLR); it suggests also that the Trait Impulsivity System is responsible for the degree to which the individual is inclined to control his/her impulsivity and that sensation seeking and reinforcement sensitivity are especially potent in this regard. The variables that compose the Reflective System and the Trait Impulsivity System reflect individual differences in self-control versus impulsivity. The precise measures of the effects of the Reflective System and Trait Impulsivity System remain to be empirically determined. The task of empirical research inspired by the model is to determine how and to what extent these variables impact the rate at which temporal discounting occurs and therefore the degree of balance the individual exhibits between the operation of the State Impulsive System and the Executive system. The following suggestion for empirical research is indicative in general terms of the feasibility of a research program that would facilitate the critical examination of hypotheses drawn from the model. Its principal objective at this stage is to demonstrate that the model is amenable to empirical investigation and is falsifiable in principle.

Stanovich argues that Reflective Mind involves the exercise of a cognitive style that influences the overarching approach an individual assumes in the pursuit of problem solving and decision making. As I have discussed elsewhere (Foxall, 2014b, 2016), one approach to the empirical delineation of cognitive style is provided by Kirton’s (2003) adaption-innovation theory and measure. On this theory, extreme adaptors pursue solutions to problems within tried and tested frameworks of experience-based analysis and conceptualization and are likely to discount the future less steeply than innovators who seek solutions in novel and outlandish proposals which entail steeper discounting. The adaptor is likely therefore to exhibit greater capacities for social cognition and insight, to process emotional information in a more constrained fashion, and to persist in the pursuit of a goal once it has been adopted. The innovator is more likely to rely more on his/her own notions of how pursuit of a specific behavior would generate effective consequences, to be more emotionally involved in the advocacy of his/her ideas, and to be more easily deflected from current goals in favor of novel objectives. The behavior patterns typical of adaptors and innovators may also be grounded in separate neurophysiological regions (van der Molen, 1994). There is therefore scope for empirical research which seeks to test the hypotheses (1) that adaptors exhibit a lower rate of temporal discounting on specified decision tasks than will innovators, and (2) that these cognitive styles are associated with the innervation of distinct neurophysiological regions that reflect the brain bases of high and low levels of temporal discounting.

Similar investigation is feasible by means of psychometric measures of sensation seeking and reinforcement sensitivity which may be employed to monitor the trait impulsivity of individuals engaged on tasks involving decisions that reflect differing rates of temporal discounting. Higher levels of both of these traits would be expected to associate with steeper temporal discounting and also to be linked to distinct brain regions. To the extent that sensation seeking and reinforcement sensitivity are captured by the adaption-innovation spectrum, Kirton’s measure of cognitive style may also suffice for the investigation of these dimensions of trait impulsivity. The ultimate aim of research of this kind is to establish double dissociations (a) between components of cognitive functioning and rate of temporal discounting, and (b) between cognitive functions and neurophysiological activation. Initial investigation (Foxall and Yani-de-Soriano, 2011) suggests that the thorough empirical examination of the model would require psychometric investigation of the individual traits that comprise the Reflective System and the Trait Impulsive System in order to present a more fine-grained analysis of the relationships proposed by the model. Situational variables, notably the specific nature of the decision under investigation would likely influence the extent to which consumers discount the future in addition to the contribution of their fundamental cognitive styles.

DISCUSSION

Bundling in tri-Processual Perspective

Of the three components of the CNDS model – neurophysiology, decision-making (cognition), and behavior – cognition probably has received least attention. The foregoing discussion supports the conclusion, however, that if the elements of the CNDS model are configured in accordance with multi-process theories of cognitive control such as that of Stanovich (2009) the cognitive implications of the model can be made explicit. This proposition can be tested by applying the framework presented in Figure 5 to explicate the idea of bundling.

Bundling involves an individual’s adoption of a rule in order to overcome the tendency to select the inferior of two rewards as a result of discounting the future hyperbolically. The rule prescribes that one consider all of one’s choices between pairs of reward of this kind in a way that makes one’s present choice the precedent for later choices. In this way the individual precommits him/herself to act in a particular manner by recognizing that selecting an entire series of LL alternatives motivates him/her to avoid temporary preferences for SS options when they arise (Ainslie, 1992, 2001, 2007; Ainslie and Monterosso, 2003).
An individual who considers each choice between an SSR and a LLR as it arises is likely as we have seen to initially prefer the latter but to switch preferences when the value of the former is magnified by the fact of its imminent availability. This pattern is recursive: good resolution is followed by akrasia, not once but repeatedly. If this person resolves to consider the sum of all future SSRs in relation to the sum of all future LLRs, the conclusion is that future LLRs will cumulatively outstrip future SSRs. Crucially, the sum of the series of LLRs is also greater than the first SSR that will be encountered in the series, i.e., when it becomes immediately available, a comparison which makes acceptance of the LLR on this first occasion easier. Insofar as this first choice is predictive of later choices, following this rule makes a series of LLR choices more probable. The bundling strategy is not only theoretically defensible but also practically efficacious (Ross et al., 2008).

Both the Automatic Mind (embodying the impulsive system) and the Algorithmic Mind (executive system) are involved in this process. However, bundling requires in addition an array of mental operations which can be most appropriately understood by reference to the tri-process model we have considered. These operations include (i) holding the immediately available behavioral option in mind, (ii) holding the array of long range behaviors and their outcomes in mind, (iii) summing the outcomes of the long range behaviors, (iv) bringing the summed outcomes into comparison with that of the short range outcome, and (v) adjudicating between them. These operations cannot be carried out within either the impulsive system or the executive system. Neither has the capacity to undertake these tasks. Moreover, since the short-term and long-term interests depicted in terms of temporal discounting by picoeconomics, exist by definition at different times, the only way in which they can be brought together is mentally, specifically through the medium of imaginative or hypothetical thinking. Representations of the two interests must be created and allowed to impinge on one another. Hence, the process of bundling is that described by Stanovich as requiring the decoupling of the Automatic Mind and the simulation by means of hypothetical thinking of alternative scenarios for future behavior. These operations require the monitoring of the behavioral tendencies of Automatic Mind in light of environmental contingencies (which must also be monitored beyond the level of the impulsive system), the initiation of override of the Automatic Mind, and the initiation of simulation via decoupling in which alternatives to the immediate uncritical pursuit of short-term gratification are hypothesized and evaluated. The only area of mind that can initiate these procedures is the Reflective Mind. The Algorithmic Mind cannot undertake such monitoring and initiating. Its functions are regulatory and supervisory rather than innovative, and bundling depends on hypothetical thinking that brings a multiplicity of long range outcomes and short range outcomes into the same arena and allows them to impinge on one another so that a calculation based on the valuation of the separate outcomes and a selection the appropriate action can be made.

There is another reason why the tri-process model is particularly relevant to the analysis of normal and addictive decision-making by means of the CNDS model and picoeconomics. Neither the state-impulsive system element of the Automatic Mind nor the executive system of the Algorithmic Mind can adjudicate between the imperatives of immediate gratification that fulfill the short-range interest embodied in the former and the delayed benefits that fulfill those of the long-range interest. Both the CNDS model and picoeconomics are enhanced by the inclusion of Reflective Mind in the overall system of decision-making they posit. The Reflective Mind is a kind of present self that can hypothesize about the behaviors of one's past self and future self. Hypothetical reasoning requires that representations of the real world not interfere with representations of imaginary situations. In comparing the pleasure to be obtained by ingesting a recently acquired drug with the deleterious consequences of a series of binges in the future, it is necessary to differentiate clearly the monetary cost of the newly obtained supply of the drug from the imagined emotional and social as well as financial costs of sustained consumption that would be the outcome of binging. These abstract operations require the participation of a Reflective Mind.

**Multiple Selves or Incompatible Interests?**

This account of bundling operations implies that the rational decision-making element of the model shown in Figure 5 is Reflective Mind, the impulsive and executive systems (inherent in Automatic Mind and Algorithmic Mind, respectively) appear to be largely neurophysiological systems that are under the ultimate control of Reflective Mind. It is here that personhood or agency is located: while it may experience the conflict of having to decide between alternative interests by determining the content of the utility function that will be the outcome of its behavior, it is a single person.

Dual process models such as CNDS contain the conflict between short- and long-range interests within warring impulsive and executive systems; picoeconomics, whilst open to multiple selves, also tends in practice largely to confine its deliberations to these two categories of mental operation. But there are elements of the executive system, as defined in Figure 2, that tri-process theories such as that of Stanovich (2009) suggest play an overarching role in the relationships between the systems it characterizes as Automatic Mind and Algorithmic Mind and which, respectively, embrace the impulsive and executive systems. The restructuring of the model components, achieved in Figure 3, proposes that MC and EASR would constitute part of this higher level system, the Reflective Mind, which would be involved in the regulation of the Automatic Mind which otherwise would respond to environmental stimuli spontaneously or impulsively. The regulation imposed by Reflective Mind would take the form of its “innervating” Algorithmic Mind to initiate the overriding of Automatic Mind and the decoupling of mundane mental representations so that the simulation of
hypoethical futures can be accomplished. Reflective Mind is also portrayed in Stanovich's theory as receiving the outputs of simulation and effecting a response at the level of the entire organism.

Caution is essential on the part of psychologists, whether cognitive or behavior analytical, in their treatment of models of this kind. Models that depict cognitive operations necessarily deal in unobservables and there is a danger that these will be multiplied without a firm empirical basis being provided for them. In applied areas such as the treatment of addiction and other forms of excessive consumption it may be necessary, however, to use ascriptions of thought processes to individuals in order to understand fully their behavior possibly as a prelude to predicting and/or modifying it. There is, moreover, little in the modeling which has been the subject of this paper that could not be captured, though perhaps less economically, in the language of behavior analysis and in particular that of verbal behavior and rule-governance. There need be no internecine conflict between adherents of different vocabularies of verbal behavior and rule-governance. There need be no internecine conflict between adherents of different vocabularies as long as the analysis is comprehensible to all in terms of their several theoretical viewpoints. This is especially the case if the new analysis proves useful at the level of effecting the prediction and control of behavior but it is also justified if its principal contribution is the furtherance of understanding of the processes involved in shaping and maintaining that behavior.

Where does this model-building lead in terms of resolving the question of multiple selfhood that opened this paper? Ross (2009; see also Ross, 2005) argues that there are present at $t_1$ and $t_2$, respectively, different agents as is demonstrated by there being different utility functions at each time. However, useful this agential distinction process is as an analytical device, the degree of difference between selves or persons must not be exaggerated. To argue that different persons or selves exist at $t_1$ and $t_2$ may be self-defeating since it is only by establishing a considerable degree of continuity between the person who exists at $t_1$ and the person who exists at $t_2$ that we can comprehend why intrapersonal conflict arises. If the $t_1$ and $t_2$ persons or selves are remote from one another we can argue that neither is bound by what the other has done (Hanson, 2009). If the selves can establish this degree of moral separateness, it is difficult to see how the motivational conflict engendered by the contemporaneous existence of competing interests necessary for picoeconomics can come about.

What exists at $t_1$ and $t_2$ is the organism; without the assumption of at least this degree of continuity there would be no conflict. The question is whether this self that persists is the agent or whether “interests” or “selves” existing within the person can be thought of as agents each of which has a separate utility function. I would argue that the person who exists at $t_1$ and $t_2$ has different interests or motivations on each occasion because he/she is facing different contingencies of reinforcement and punishment. It is unnecessarily metaphysical to argue that two persons or agents are involved: it is one person or agent with conflicting interests. The interests have neurophysiological correlates within the person which form a central aspect of the impulsive and executive systems; these neurophysiological events are to be understood at the sub-personal level of exposition. The cognitive dimensions of the Automatic Mind and Algorithmic Mind which include these and other systems are to be understood, however, at the personal level of beliefs, desires, perceptions, and emotions. Not only, contra Dennett (1969, 1987), can the intentionality that properly belongs at the personal level not be ascribed to sub-personal entities (Foxall, 2007); it is also not possible for the interests to have utility functions of their own and thus be considered agential. Rather, a person’s interests determine his/her preference structure (as revealed in his/her choice behavior) which eventuates in his/her utility function (the final configuration of the consequences of his/her behavior (Rachlin, 1994, 1989). What changes from $t_1$ to $t_2$ is the contingencies of reinforcement with which the individual is faced; these have the effect of modifying his/her utility function. The preferences embodied in his/her behavior reflect the dominance of either the impulsive and executive system (or the Automatic Mind and Algorithmic Mind of which they are subsets) at that time. The Reflective Mind is the personal forum within which the deliberations regarding the alternative behaviors available and their likely outcomes takes place. It is within the person that conflict occurs and is felt.

The rational individual for whom akrasia is a commonplace experience is not, therefore, two persons, or agents in the course a day, but a single person who encounters differing situations and changes his preferences accordingly; these preferences are revealed in the earlier verbal behavior which values highly constructive work and in the subsequent physical behavior which values recreation. These contingencies of reinforcement are each advantageous in their way at different times and insofar as he/she is conscious of them they signal the benefits that will derive from his/her behavior. These benefits form my interests. There is no need to translate these extrapersonal interests into intrapersonal homunculi that compete. What compete are (i) the differing contingencies of reinforcement (at the super-personal level), and (b) the differing neurophysiological tendencies (at the sub-personal level). The personal level is concerned with acting upon one or other of these, and/or adjudicating between them. In the course of debating different courses of action, any rational person may experience cognitive discomfort, feel as though they are being wrenched first by one alternative then the other as they participate in “making a choice.” But at no time is this individual anything other than a person facing incompatible options who finds this situation aversive. He/she has only one utility function at a time, by virtue of being able to perform only one behavior at a time and his/her utility function is the outcome of that behavior.

CONCLUSION

This paper has argued that the CNDS model’s obvious strengths can be enhanced through consideration of the categorial structure of the model and the functions of its components. Hence, the formulation shown in Figure 5 seems more closely...
aligned with the results of the investigation of the antipodality of the impulsive and executive systems undertaken by Bickel et al. (2012b). The question that arises from that exercise is where the components of the impulsive and executive systems (Figure 2) that have no antipodal correspondents should be positioned within the CNDS model. The proposal to remove MC and EASR from the Executive System and accord it a superordinate role in cognitive control of (a) the impulsive and executive systems and (b) overt behavior suggested in Figure 3 is borne out by the theoretical reasoning advanced by multi-process models such as Stanovich (2009). Recent theoretical development suggests also that several systems comprise Automatic Mind (Stanovich, 2011) and this offers a role to the state impulsivities that do not exhibit antipodality with any of the elements of the Executive System depicted in Figure 2. A final tri-process model which incorporates the restructured components of the CNDS hypothesis is put forward in Figure 5. Although this model does not essentially contain any components not already present in the original CNDS model (Figure 2), it aims to present their interrelationships in a way that is consistent with their functions in controlling the imperatives of impulsivity and self-control and the individual’s behavior.

Three themes emerge from this analysis. The first is the implications for the CNDS model of considering cognitive control of behavior in light of the tri-process theory. The second is the capacity of the tri-process depiction of neuro-behavioral decision-making to enhance understanding of addictive behavior and its resolution. This is discussed by Foxall (2016) in terms of the mental operations that are presupposed by picoeconomic bundling and their incorporation in the model presented in Figure 5, as is the nature of the multiple agents apparently involved in the breakdown of will and its resolution is discussed in the context of the model.
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This work presents a Web ontology for modeling and representation of the emotional, cognitive and motivational state of online learners, interacting with university systems for distance or blended education. The ontology is understood as a way to provide the required mechanisms to model reality and associate it to emotional responses, but without committing to a particular way of organizing these emotional responses. Knowledge representation for the contributed ontology is performed by using Web Ontology Language (OWL), a semantic web language designed to represent rich and complex knowledge about things, groups of things, and relations between things. OWL is a computational logic-based language such that computer programs can exploit knowledge expressed in OWL and also facilitates sharing and reusing knowledge using the global infrastructure of the Web. The proposed ontology has been tested in the field of Massive Open Online Courses (MOOCs) to check if it is capable of representing emotions and motivation of the students in this context of use.
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INTRODUCTION

Ontology has been a field of philosophy since Aristotle and from its beginnings it has been characterized as a study of existence, a compendium of all there is in the world. Traditionally listed as a part of the major branch of philosophy known as metaphysics, ontology is the “branch of metaphysics that concerns itself with what exists” (Blackburn, 1996). Ontology deals with questions concerning what entities exist or may be said to exist, and how such entities may be grouped, related within a hierarchy, and subdivided according to similarities and differences.

Although, ontology as a philosophical enterprise is highly theoretical, the use of ontologies has expanded considerably in recent years in order to reflect different real-world concepts. One practical application is ontology engineering in information science and information technology, where an ontology is a formal naming and definition of the types, organized taxonomically, plus their properties and interrelationships that exist for a particular domain of discourse. In fact, an often-cited definition of ontologies in computer and information sciences is that “an ontology refers to an engineering artifact, constituted by a specific vocabulary used to describe a certain reality, plus a set of explicit assumptions regarding the intended meaning of the vocabulary words” (Guarino, 1998).
One of the most recent and potentially disrupting contributions of computer science to ontology has been moving them to the Web. In a Web Ontology, all defined concepts are identified using Web Uniform Resource Identifiers (URI), like:

http://sw.opencyc.org/concept/Mx4rvZLWaJwpEbGdrcN5Y29ycA

This URI corresponds to the concept for the field of study “Psychology.” This simplifies reusing this concept in other Web ontologies to just pointing to this URI from the ontology reusing the concept. For instance, if we want to define in our ontology the concept “Educational psychology,” we do not need to fully define it. We can define a subconcept that points using the subClassOf relation to the nearest one in OpenCyc ontology using its URI and just define the particularities of the new one. For instance:

http://mypsy.org/concept/EducationalPsychology

http://sw.opencyc.org/concept/Mx4rvZLWaJwpEbGdrcN5Y29ycA

In order to make Web Ontologies really interoperable, basic relations like subClassOf have to be normalized so their meaning can be understood across different Web Ontologies. To this end, the World Wide Web Consortium (W3C) has standardized the Web Ontology Language (OWL) (Hitzler et al., 2009) for defining ontologies in web environments. OWL ontologies have formally defined meaning and provide classes, properties, individuals, and data values and are stored as shareable documents in the Internet. Web ontologies are formalized vocabularies of terms, often covering a specific domain and shared by a community of users. They specify the definitions of terms by describing their relationships with other terms in the ontology. Besides, they are especially useful when dealing with complex conceptual frameworks, as they provide an unambiguous representation of a conceptual framework and are expressive enough to make it possible to automate to a great extent sophisticated information processing services. Furthermore, ontology integration involves the creation of bridging modules between ontologies that accurately reflect the shared understanding of the semantic relationships between the different entities in the different ontologies (Hastings et al., 2014). The standard defines a set of primitives that constitute the building blocks to represent ontologies in the Web, like the owl:subClassOf relationship or the owl:Class concept. OWL also defines how these building blocks should be interpreted, their semantics, so all tools processing OWLs interpret them in a coherent way and automated reasoning is possible.

The hypothesis explored in this work is that it is possible to develop a functional Web ontology capable of linking categorial structures representing reality and the emotional, cognitive and motivational states people associates to these representations. The emotional state of people is important as it modifies their perception of the world, so it is important not only to adequately describe categorially structured ways of understanding the world around us, but also to describe the emotional, cognitive and motivational processes of people to understand how they perceive and interpret the world around them. Besides, both descriptions of reality and emotion, cognition and motivation can also be modeled by means of Web ontologies and all the knowledge shared in a common framework. This article describes the current state of development of an ontology that meets the previous goals, in which significant improvements have been introduced regarding the cognitive model in order to represent mechanisms that have proven to be relevant when it comes to recognize and generate emotions. Motivation has been introduced as a key element in generating emotional responses (Sartre, 1939; Lazarus, 1991).

In addition to explaining performed improvements, and in order to validate the proposal, it is also shown how the proposed ontology has been used in the field of Massive Open Online Courses (MOOC). Adequate representation of emotions and motivation is especially important in MOOCs in order to ensure their success among people who use them. A virtual agent was developed in order to gather information about how users interact with the system and assess how they felt and perceived everything surrounding the MOOC. Presented ontology was designed to link gathered user interaction data with the description of the MOOC environment, the concepts deployed and people interacting with the platform.

The rest of the paper is structured as follows. Next section describes materials and methods, i.e., the ontologies in the field of information sciences, the notion of upper ontologies and OWL, together with the ontology engineering methodologies applied to develop the contributed ontology. Section Results: the Emotions & Cognition Ontology presents resulting ontology for linking reality with its perception by human beings using emotion, cognitive and motivational processes, including information about existing models on how emotion, cognitive and motivational processes affect the perception of the surrounding world by individuals. Section Evaluation: Massive Open Online Courses presents the evaluation of this ontology in the context of MOOCs, where it allows determining what users perceived and felt while interacting with a MOOC. Finally, Section Conclusions outlines the conclusions.

MATERIALS AND METHODS

Philosophers classify ontologies in various ways using criteria such as the degree of abstraction and field of application:

- **Upper ontology:** concepts supporting development of an ontology, meta-ontology. Also known as a top-level ontology or foundation ontology. It describes very general concepts that are the same across all knowledge domains.

- **Domain ontology:** concepts relevant to a particular topic or area of interest, for example, information technology or computer languages, or particular branches of science.

- **Interface ontology:** concepts relevant to the juncture of two disciplines.

- **Process ontology:** inputs, outputs, constraints, sequencing information, involved in business or engineering processes.
Recently, ontology has evolved a lot in the computer science and artificial intelligence fields. In these fields, an ontology is viewed as a formal, explicit specification of a shared conceptualization (Studer et al., 1998). “Formal” in the sense that it is an abstract model of a portion of the world and “explicit specification” because it is machine-readable and understandable. “Shared” implies that ontologies are based on a consensus and “conceptualization” that they are expressed in terms of concepts, properties, etc.

Ontologies were first used in Artificial Intelligence to facilitate knowledge sharing and reuse. Currently, their use is expanding to other disciplines related to information technologies and are starting to play an important role in supporting the information exchange processes, as they provide a shared and common understanding of a domain.

In computer science, ontologies are constructed using knowledge representation languages and logics. This allows automatic reasoning using the knowledge captured by ontologies. A great part of the meaning of expressions can be captured combining simpler concepts and conceptual relations. At the end, some preliminary set of fundamental concepts and relations is found. This set must have a rich semantic grounding in order to make powerful and valid automatic reasoning. Moreover, if it is shared among a great community, it may permit a great level of understanding.

As previously introduced, and also in the computer science field, the kind of ontologies providing fundamental concepts and relations are called upper ontologies. Upper ontologies, also known as foundational or top-level ontologies, try to formalize the more general concepts in our conception of the world and reality. These ontologies are fundamental to facilitate information and knowledge integration by automatic means. Thus, there have been many attempts to produce upper ontologies as detailed in Table 1.

Focusing on how upper ontologies can be used as Web ontologies, the previous example defining our custom concept representing “Educational Psychology” in terms of “Psychology” in OpenCyc can be represented using OWL as shown in Table 2. The first block, from lines 1 to 7, defines the other ontologies and parts of the OWL standard that are going to be reused. Then, lines 9–11 define the new ontology, including the URI that will be its global identifier (http://mypsy.org/concept/) and a human-friendlier label, “My Psychology Terms”. Finally, from line 13 to 16, the class for “Educational Psychology” is defined as a subclass of the “Psychology” class in OpenCyc. This example finishes with the closing mark in line 18, though a real ontology would include many more class definitions together with properties representing relationships among them, like the property “isTopicFor” relating concepts like the previous one and the class “Course.”

### Table 1 | Summary of the analyzed Upper Ontologies.

<table>
<thead>
<tr>
<th>Ontology Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyc</td>
<td>One of the biggest foundational ontologies is Cyc (Lenat, 1995), a project started in 1984 and that currently defines more than 239,000 concepts. A subset of that ontology has been released as an open ontology under the name OpenCyc and a more complete one for research purposes called ResearchCyc. The main value of this ontology is the enormous coverage it has gained over the years.</td>
</tr>
<tr>
<td>BORO Business Objects Reference Ontology</td>
<td>BORO is a reference ontology, designed for developing ontological or semantic models for large complex operational applications. It is based on a 4 Dimensional approach, where time is treated as another dimension, making it easier to capture change patterns. BORO also facilitates reuse because it is conceived as a framework to develop other ontologies under the same foundations.</td>
</tr>
<tr>
<td>UMBEL Upper Mapping and Binding Exchange Layer</td>
<td>It is an ontology of 28,000 reference concepts that maps to a simplified subset of the OpenCyc ontology. It provides near wide coverage of OpenCyc without the complexity of the knowledge representation languages used to define Cyc.</td>
</tr>
<tr>
<td>BFO Basic Formal Ontology</td>
<td>This ontology is specially conceived for the sciences, though it is kept really small because it does not enter into the particularities of any scientific domain. On the other hand, it is very generic because it incorporates both three-dimensionalist and four-dimensionalist perspectives on reality within a single framework.</td>
</tr>
<tr>
<td>DOLCE Descriptive Ontology for Linguistic and Cognitive Engineering</td>
<td>DOLCE (Gangemi et al., 2002) is an upper ontology with a clear cognitive bias, in the sense that it aims at capturing the ontological categories underlying natural language and human commonsense. Consequently, it is in many cases easier for non-ontology experts. For instance, the fundamental distinction between enduring and perduring entities, i.e. continuants and occurrents, is motivated by our cognitive bias.</td>
</tr>
<tr>
<td>SUMO Suggested Upper Merged Ontology</td>
<td>Many upper ontology initiatives were merged in the IEEE SUO effort (Standard Upper Ontology). The ontologies resulting from this effort, and specially the SUMO ontology (Suggested Upper Merged Ontology; Niles and Pease, 2001), are characterized by strong logical foundations that facilitate the implementation of sophisticated reasoning mechanisms on top of them. On the other hand, however, logical subtleties might make modeling more complex and time consuming.</td>
</tr>
<tr>
<td>UFO</td>
<td>UFO is a reference ontology of endurants, which is based on a number of different theories such as philosophy of language, formal ontology, linguistics, cognitive psychology and philosophical logics. Since UFO is a 3D ontology, it focuses less on processes and events. In order to deal with time and changes, additions to UFO have been made. It is called UFO-B, an ontology of perdurants.</td>
</tr>
</tbody>
</table>
From this Web Ontology, an automated reasoner processing it using OWL semantics can infer, without any additional knowledge, that it makes sense to recommend courses about “Educational Psychology” when someone is looking for courses about “Psychology,” because the latter includes all instances of the former from a logic standpoint. Moreover, the reasoner can follow the URI to OpenCyc to retrieve additional information about this class, for instance labels in different languages or how it is related to other concepts.

### TABLE 2 | Example of Web Ontology using the Web Ontology Language (OWL) standard.

```
<!DOCTYPE Ontology >
<!ENTITY cyc "http://sw.opencyc.org/concept/">>
<rdf:RDF xmlns="http://mypsy.org/concept/">
    <owl:Ontology rdf:about="http://mypsy.org/concept/"
      rdfs:label>My Psychology Terms</rdfs:label>
    <owl:Ontology>
      <owl:Class rdf:ID="EducationalPsychology"/>
      <owl:Class rdf:ID="Psychology"
        rdfs:subClassOf rdf:resource="&cyc;Mx4vZLwajwpEbGdrcN5Y29ycA"/>
    </owl:Ontology>
  </rdf:RDF>
```

---

### Modeling Cognition, Motivation, and Emotion Using Web Ontologies

One of the great challenges of artificial intelligence has been to conceptualize a model of human behavior using technological agents. There are different theories combining emotion and cognitive concepts. Scherer et al. (2010) classify them as discrete, dimensional and appraisal theories of emotion.

Focusing on the models of emotions used in this work, appraisal theories can be translated as evaluation or estimate. They are seeking to detail the underlying mental processes related to elicitation of emotions. That is to say, reflects the person-environment relationship, do not take into account only one aspect. This relationship is characterized by size (appraisal variables). A possible example would be: Is this a desirable event or a desired objective? Who caused it? Or do you expect? The results are mapped on emotions. Some derived models describe in detail how the resulting emotions influence individual cognitive and behavioral responses. Concepts from traditional artificial intelligence BDI models (beliefs, desires and intentions) are mapped to the dimensions from the appraisal theories. The computer models used are the Emotion and Adaptation models.

Each of them has resulted in more refined theories on emotional computer models, as shown in Figure 1.

---

**FIGURE 1** | Emotional models in artificial intelligence (Scherer et al., 2010).
issues are aspects of these models, we see that sometimes are hybrids as they include aspects of two theories in order to show that all are included in the ontology proposal (see next section). One of the referenced models, ALMA (A Layered Model of Affect), is referred because it is a hybrid model (Gebhard, 2005) as also shown in Figure 1.

Anatomical models emphasize the neuronal basis, so that we can talk about different ways (low-road, high-road) for the elicitation of an emotion, so that these models focus on low level of perceptual-motor tasks encoding a dual process as seen emotion (perception ontology). In the first case, there is a rapid and automatic response while, secondly, a slower response comes from reasoning processes (cognitive processes in the ontology). Consequently, affect models allow modeling cognitive or behavioral consequences, while (Chiew and Braver, 2011) also explores the motivational part related to cognitive and emotional processes.

Cognitive neuroscience aims at mapping mental processes onto brain function, which begs the question of what “mental processes” exist and how they relate to the tasks that are used to manipulate and measure them. Poldrack et al. (2011) proposed that cumulative progress in cognitive neuroscience required a more systematic approach to representing the mental entities that are being mapped to brain function and the tasks used to manipulate and measure mental processes. As a result, Cognitive Atlas1, an ontology that characterizes the state of current thought in cognitive science was developed.

The Emotions Ontology (Hastings et al., 2014) is an ontology of emotion based on the BFO (Basic Formal Ontology) presented in Section Materials and Methods. Like BFO, this ontology is specially intended for the scientific domain and particularly to the biological sciences and human health. For instance, in combination with biology ontologies also based on BFO, it is capable of representing neurotransmitters and their influence in emotional processes and responses. Moreover, due to being based on BFO, it is a sophisticated ontology with strong logical foundations capable of modeling complex logical expressions. However, from our perspective, this makes it more difficult for people without an ontology modeling background.

**Web Ontology Engineering**

Starting from the previous building blocks (ontologies, technologies, theories, etc.), and in order to generate a consistent ontology that satisfies the requirement, an ontology engineering methodology has been applied. The Methontology methodology (Fernández-López et al., 1997) has been chosen because it provides guidance for ontology development process but also for other support and management activities. Moreover, it is extensively based on "classical" software engineering methodologies and this fact makes it easier to learn and apply for people with some software engineering experience.

Methontology proposes some ontology management activities, which include scheduling, control and quality assurance. There are also ontology support activities, which are performed at the same time as the development-oriented activities, namely: knowledge acquisition, evaluation, reuse (merging or aligning other ontologies), documentation and configuration management. These are all support activities while the main ontology creation work is performed in development process.

The development process is composed by the following phases: specification, conceptualization, formalization, implementation and maintenance. The specification phase corresponds to the pre-development aspects, where the development requirements are identified. The maintenance phase is a post-development activity, which is performed once the ontology is developed. During the conceptualization activity, the domain knowledge is structured as meaningful models. Moreover, if a formal language is used to build the model, it is possible to automate the formalization and implementation activities. In our case, as OWL is a formal language, we can benefit from this feature and existing ontology development environments implementing it, like Protégé (Musen, 2015). Moreover, as it is detailed in Section Evaluation: Massive Open Online Courses, it is also possible to use automated logical reasoners to check the consistency of the resulting ontology.

**RESULTS: THE EMOTIONS & COGNITION ONTOLOGY**

First of all, for the development of our ontology Emotions & Cognition Ontology, the chosen knowledge representation for the contributed ontology is the Web Ontology Language (OWL), which also facilitates sharing and reusing knowledge using the already global infrastructure of the Web. This, compared to existing pre-Web ontologies, facilitates sharing and also reusing existing ontological frameworks as it is detailed next.

Our approach has been to reuse as much as possible existing ontologies, especially upper ontologies and other more specific ones related to cognition and emotion. This approach reduces the cost of developing an ontology but also strengthen it because it is based on more solid foundations, provided by already proven and widely used ontologies.

The first choice has been to reuse the upper ontology Cyc. The main motivation has been to benefit from its wide coverage. This way, it is usually possible to find amongst the 239,000 concepts it provides the required ones to model the real situations for which we want to capture their perception taking into account cognitive, motivational and emotional factors.

Basically, whenever a particular term is needed, we can search Cyc, locate the relevant concept based on the provided descriptions and relations to other concepts and, finally, refer to that concept using its reference. This is facilitated by the fact that we are using a Web ontology and that OpenCyc is also available as in that form.

However, our experience showed that beyond providing a lot of base concepts where we can root the ones introduced by our ontology, OpenCyc was too normative and rigid when trying to model the glue among these concepts that capture the parts of reality we are interested in modeling. OpenCyc is based on a strong use of logic geared toward automated reasoning

1http://www.cognitiveatlas.org/
that requires a profound knowledge and effort. We required a modeling approach less abstract and more similar to what we were trying to capture, human cognition.

Based on these requirements, the clear choice was DOLCE, whose aim is precisely to capture the ontological categories underlying natural language and human common sense. DOLCE does not commit to strictly referentialist metaphysics related to the intrinsic nature of the world like 4D ontologies do. Rather, the categories it introduces are thought of as cognitive artifacts, ultimately depending on human perception, cultural imprints and social conventions. In this sense, they intend to be just descriptive notions that assist in making already formed conceptualizations explicit.

For instance, the distinction between enduring and perduring entities is simplified in DOLCE to the relation of participation: an endurant “lives” in time by participating in some perdurants. For example, a person, which is an endurant, may participate in a discussion, which is a perdurant. A person’s life is also a perdurant, in which a person participates throughout its all duration. Using this approach, we have rooted the contributed ontology on the fundamental terms provided by DOLCE. This facilitates the process of modeling real world situations and their perception. On the other hand, given the limited scope of DOLCE, when specific terms for concepts like “Psychology” are needed to build a representation, then we look into OpenCyc and refer to them using their URIs.

DOLCE is also a Web ontology. Consequently, this approach makes it easy for agents to process the new ontology, as they just need to follow its links in order to retrieve additional facts about the reused concepts. The vision of this approach is that, this way, ontologies can grow and evolve organically through the web in an unrestricted and self-organized way, like the Web did with great success. Another example of this vision is the rhizome metaphor proposed by Deleuze and Guattari (1987).

In addition to these advantages, other key features of Emotions & Cognition Ontology are:

1. The underlying conceptual model, implemented by the ontology, is independent from any specific emotion theory. It provides a set of building blocks (concepts) that are selected and combined as required in order to capture the subtleties of a particular model of cognition or emotion.
2. The ontology is capable of dealing with different emotion communication modalities. The model includes generic concepts like Sensor or Emotion Expression System, which are then refined to specific kinds, like biological (eye, taste...) or artificial sensors (camera, microphone...).
3. Reality is represented by means of different ontologies, which are used combined with proposed ontology to represent the world around us.
4. Reality models are based on the notion of context, which provides flexible and accurate ways of modeling situations, as detailed next.

**Fundamental Building Blocks**

The previous features are based on the use of the DOLCE upper ontology, which provides the fundamental building blocks like the Context or Sensor concepts. Consequently, our proposed ontology extends the DOLCE upper ontology and particularly the Description and Situation concepts. Perception generates Descriptions that represent Situations, configurations of the real world. These Descriptions may trigger and be associated with emotions.

Another fundamental feature of the proposed ontology is that it does not commit to a particular emotions theory. For instance, an example of emotions ontological modeling might be just to represent using an ontology and as a taxonomy the categorical theory of emotions by Ekman (1984). However, this limits the proposed ontology just to the application of this particular emotions model.

Consequently, even from the initial steps of defining an ontology for describing just emergent emotions (López et al., 2008), Emotions & Cognition Ontology has been planned as emotion theory agnostic model. Thus, it is capable of providing the required mechanisms to model reality and associate it to emotional responses, but without committing to a particular way of organizing these emotional responses. This approach is improved in this new proposal as we have now consolidated the ontological foundations provided by DOLCE and Cyc, and other resources reused to facilitate Descriptions modeling like FrameNet. Moreover, the ontology includes now the appraisal aspects described in Section Results: the Emotions & Cognition Ontology.

The flexibility of Emotions & Cognition Ontology is due in great measure to the inclusion of the generic concepts reused from OpenCyc and specially DOLCE, combined with the mechanisms that the ontology provides to model the interactions between an agent and its environment, something that is fundamental in emotion theories based on appraisal.

In this regard, from DOLCE we reuse the concepts of Description and Situation, which constitute the basic building blocks to model the relationship among agents and their environment, cognitive processes and motivation. The cognitive process of Perception, as shown in Figure 2, generates Descriptions, which are representations made by the agent holding that cognitive process of the perceived Situations, configurations of the real world identified by the agent. These representations, the Descriptions, are what the agent associates to emotions as a result of its cognitive and motivational processes.

The fundamental building blocks also include other cognitive process and related aspects, which can be used and combined depending on the particular emotion and cognition theories to work with, and the required detail level. As it is shown in Figure 2, the ontology also includes a generic concept Emotion that can be directly extended and refined. This is usually enough when working with dimensional theories of emotion. Additionally, if theories based on appraisal are considered, the ontology also provides mechanism to model context using concepts like Perception or Memory, combined with the separation between Environment and Agent.

The interface between the Environment and the Agent, from an emotions point of view, is defined by Sensors and the Emotion
Expression System. As the ontology defines Agent as a generic concept, which includes both human agents and artificial ones, the sensors include human senses but also artificial sensors. The same applies to the emotion expression systems under consideration.

On the other hand, the Environment corresponds to the agent “reality,” a real world or a virtual one in which virtual agents interact. The latter might include the Internet or a particular Web application like a specific social network. In this case, the Web application is what determines the available sensors and emotions expression systems, for instance emoticons.

Finally, in the Agent side, in addition to Perception, the ontology defines other cognitive processes like Memory and Motivation. These additional cognitive processes allow modeling the key aspects of the appraisal factors, from previous agent experiences that define its beliefs to the desires and intentions that configure its motivations.

All the cognitive processes have been linked to the main cognitive science ontology identified in Section Results: the Emotions & Cognition Ontology, Cognitive Atlas. For instance, Memory has been linked to the corresponding concept in Cognitive Atlas memory\(^2\), which also provides access to specific kinds of memory if such level of detail is required, like context memory or emotional memory. Other relevant concepts from Cognitive Atlas the ontology is linked to are: perception\(^3\) or those related to Motivation\(^4\).

Memory stores past associations of Descriptions and the Emotions triggered by the corresponding Situations. These memories are fed into Motivation, which matches the current Description to past memories. If the match strength is low, because the corresponding situations have little in common and consequently the associated Descriptions too, the motivation is Neutral Behavior and the effect of motivation on the triggered Emotion is low or inexistente.

On the contrary, if the match is high, because the Descriptions of the current situation and the past one are similar, then the motivation is non-neutral. In this case the effect on emotion triggering might be positive or negative, positive if the Memory associated the matched Description to a positive Emotion, or negative if it was a negative one. The former corresponds to an Approach behavior and the latter to an Avoidance one, from a motivational point of view.

What constitutes a positive or negative Emotion, and its effect on Motivation, will depend on the particular emotion theory to be applied and on the available mechanisms to characterize emotions, as it is detailed in the practical scenario described in Section Conclusions.

---

\(^2\)Memory in Cognitive Atlas, http://www.cognitiveatlas.org/concept/memory

\(^3\)Perception in Cognitive Atlas, http://www.cognitiveatlas.org/concept/perception

\(^4\)Motivation category in Cognitive Atlas, http://www.cognitiveatlas.org/concepts/category/Motivation
Once the previously introduced ontological building blocks have been described, the next subsection details how the main building blocks to model reality, i.e., Descriptions, are defined. These descriptions capture the aspects of reality considered relevant by the agent and link them to emotional responses.

Modeling Descriptions of Reality

In order to cope with the enormous range of different situations that might need to be associated with emotions, their descriptions are modeled using concepts from OpenCyc, as previously introduced. In addition to OpenCyc concepts, we have also included terms from FrameNet (Scheffczyk et al., 2008). This is not an upper ontology but a big lexical database, with more than 10,000 word senses, structured following Frame Semantics (Fillmore, 2006).

Frames fit really well with situations modeling as they try to explain words meaning by building a description of a type of event, relation, or entity and the participants in it. This way, DOLCE provides the ontological foundations, FrameNet the glue to structure situations modeling and OpenCyc the anchors to the specific concepts involved in situations and descriptions modeling. Section Conclusions provides examples of how these ontologies are reused to this end. These examples will use the STUDYING frame, which is presented in Table 3.

For a complete list of all the concepts defined in Emotions & Cognition Ontology, it is available online as a Web Ontology3. In the next section, this ontology is put into practice in a particular scenario, online education.

EVALUATION: MASSIVE OPEN ONLINE COURSES

The aim of this section is to evaluate Emotions & Cognition Ontology in the context of a real use case. Web ontologies can be evaluated from a purely logical standpoint using a reasoner capable of processing OWL. There are many OWL reasoners available and we have used one of them, Pellet (Sirin et al., 2007) to validate the consistency of the ontology. However, the consistency of an ontology is just a lightweight evaluation. We have the guarantee that it is not going to generate contradictory conclusions but we don’t know if it is going to be capable of modeling the required knowledge and producing the expected conclusions.

For this kind of evaluation, it is necessary to put the ontology in use in a real or simulated scenario. We have applied previous versions of this ontology to gather emotional common sense (Gil et al., 2015) and in the context of tangible user interfaces (López-Gil et al., 2014). More recently and as detailed next, we have also started to apply the enhanced version including cognition in the context of online education and Massive Open Online Courses (MOOCs).

MOOCs are a recent development in distance education that allow the participation of a big amount of users and that can be accessed using the Internet. They have become popular since 2012, when some courses vendor platforms such as Coursera, in which prestigious universities participated, emerged. In addition to course materials, such as videos with lectures, readings or sets of problems, MOOCs also provide interactive forums and online communication tools to promote interaction between students and teachers.

Despite their popularity, the MOOCs also have disadvantages and associated challenges, including that relying on user-generated content can generate a chaotic learning environment, necessary knowledge of the online platform to make appropriate use of it, the time and effort required by the participants, the difficulty of controlling the course trajectory once it has been released due to the amount of different students and self-regulation of users to obtain the expected educational benefit. All these aspects are strongly influenced by the characteristics of the users and their expectations, which may result in different emotional and motivational states depending on how the course is elapsing.

In this type of systems motivation is especially important. It is an important factor to improve the performance of students and to improve the ratio of pupils that successfully complete the courses that are enrolled in. In addition, modeling the emerging emotions that a person expresses is also important in such environments in order to learn how they are feeling.

Emotions & Cognition Ontology can represent different emotions expression systems that can be used in these environments as a basis for recognizing the emotions of users and also to analyze their motivation. In the case of MOOCs, the agent expressing emotions is the human being, so different emotions expression systems are considered, including natural language,
speech, facial expressions, and even galvanic skin response, brain activity, heart rate, or blood pressure.

However, before we can start representing emotional responses, we need to model the real world situations to which they are associated. As presented in Section Evaluation: Massive Open Online Courses, we will use DOLCE Descriptions as the representations of the real world Situations. Moreover, we are going to use FrameNet frames and OpenCyc concepts to provide the required level of detail to these Descriptions.

In our scenario, one frame that is particularly relevant is the one shown in Table 3 in the previous section, the frame STUDYING. We will use this frame to illustrate how the ontology can be used to model a Description. For instance, a situation in this scenario might be “The second grade student Stuart Adams has been studying educational psychology online course for 2h today.” The Description for this situation is based on the STUDYING frame, where the frame elements are filled with different parts of the situation as follows:

[STUDYING] → [STUDENT: Stuart Adams] → [LEVEL: second grade] → [SUBJECT: educational psychology] → [MANNER: online course] → [DURATION: 2 hours] → [TIME: today]

The idea is that, given the previous Situation, an agent perceives it through its sensors, sense in the case of a human agent, and its cognitive processes generate the corresponding Description, the representation that the agent builds for its environment. With the ontology, and for the online education scenario, the objective is to try to mimic this behavior so we can first model the context of the student being monitored, and then associate an emotional response so we can improve the student experience.

However, before we connect the Description to emotions, we can detail it further, going beyond the use of FrameNet frames. The Description can be enriched with concepts from Web ontologies like OpenCyc, which help defining, for instance, what “educational psychology” refers to. It might be the case this particular concept is not present in OpenCyc, we can then define it as we did in the example in Section Evaluation: Massive Open Online Courses as a subconcept of “psychology,” which is defined in OpenCyc as shown in Table 4.

This way, the frame element for the previous description can be further detailed to:

→ [SUBJECT: http://mypsyc.org/concept/EducationalPsychology
  subConceptOf
  http://sw.opencyc.org/concept/Mx4rvrLrjWpEbdGdrC5Y29ycA]

In this case, the refinement makes it less ambiguous what Stuart Adams is studying, specially from the point of view of an artificial agent who has to monitor and respond to his emotional responses, for instance to adjust the learning pace of this particular student. It might be the case that the agent does not have any particular knowledge about the concept EducationalPsychology, but it can at least follow its definition as a subconcept of the OpenCyc concept for Psychology, and from there learn that it is a field of study also defined in other Web ontologies such as the DBPedia, which is the Web ontology version of Wikipedia.

This refinement allows the agent to recognize that the current subject is related to previous ones he has also studied, which appeared to be especially frustrating for the user given the records of existing descriptions and emotional responses. Consequently, it might be convenient to anticipate and adjust the pace to improve the learning experience in this case. This is supported by another cognitive process also modeled by the ontology, Memory. The MOOC agent can use these sensitive memories to represent past Descriptions and their associated Emotions.

This way, we can use Memories to also model Motivation and its influence on the emotional response to the current Situation. The proposed approach is based on matching the Description for the current situation with Descriptions associated to past Memories, which in the case of the MOOC agent will be stored by the agent to try to anticipate the motivations of the student.

As mentioned in the case of the Educational Psychology subject, the matching does not need to be direct. Though the current Description refers to the concept EducationalPsychology and there are no previous memories with descriptions referring to this same subject, it might be the case that there are past memories that are associated to subject related to OpenCyc concept Psychology like EducationalPsychology.

Therefore, we need a matching algorithm that takes into account, for instance, the amount of concepts that the compared descriptions share. However, this algorithm can be further sophisticated to take into account structure and semantics (Gallagher, 2006). In any case, what is needed is a mechanism to derive for each memory its behavior associated to Motivation.

First of all, if it is mainly a Neutral Behavior, for instance if the current description and the past one just share a small amount of concepts. If the behavior is not neutral, then two behaviors can be derived: Approach and Avoidance. The former, if the recorded emotional response for the memory had at least a positive valence, is even clearer if the arousal was also positive. On the other hand, the behavior anticipated by Avoidance would be clearer if the response had a negative valence.

<table>
<thead>
<tr>
<th>TABLE 4</th>
<th>OpenCyc definition for the concept Psychology</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenCyc Individual: Psychology</td>
<td></td>
</tr>
<tr>
<td>Unique ID: [ Mx4rvZLrjWpEbdGdrC5Y29ycA ]</td>
<td></td>
</tr>
<tr>
<td>English ID: [ Psychology ]</td>
<td></td>
</tr>
<tr>
<td>The FieldOfStudy of psychology.</td>
<td></td>
</tr>
<tr>
<td>• Instance of: FieldOfStudy</td>
<td></td>
</tr>
<tr>
<td>• Wikipedia: <a href="http://en.wikipedia.org/wiki/Psychology">http://en.wikipedia.org/wiki/Psychology</a></td>
<td></td>
</tr>
<tr>
<td>• Same as:</td>
<td></td>
</tr>
<tr>
<td>• <a href="http://umbel.org/umbel/sc/Psychology">http://umbel.org/umbel/sc/Psychology</a></td>
<td></td>
</tr>
<tr>
<td>• <a href="http://data.linkedmdb.org/resource/film_subject/369">http://data.linkedmdb.org/resource/film_subject/369</a></td>
<td></td>
</tr>
<tr>
<td>• <a href="http://dbpedia.org/resource/Psychology">http://dbpedia.org/resource/Psychology</a></td>
<td></td>
</tr>
</tbody>
</table>
Thus, the MOOC agent will use the combined set of behaviors for the non-neutral motivations to try to anticipate the motivation of the student for the current situation. For instance, if there is Memory for a subject is related to OpenCyc Psychology with an emotional response characterized by a positive valence and arousal, as registered by available sensors, the agent can infer a non-neutral motivation of Approach. This information can be then used to adjust the student pace.

The previously mentioned sensors, used by the agent, can be also modeled using Emotions & Cognition Ontology. The agent uses them to monitor emotions expression systems of students, as shown in Figure 3, where the agent is displayed in the left side and the student on the right. The environment in this case, represented in the center of the figure, consists of the MOOC system itself and the physical environment in which the student interaction is carried out.

The range of sensors available to the MOOC agent will depend on the devices available to each student. Our current experimentation setting includes the following devices:

- **Microphone**: Captures vocal parameters and natural language.
- **Keyboard**: Captures the natural language.
- **Webcam**: Captures facial expressions.
- **Wristband**: Wristband with sensors to capture the galvanic skin response, heart rate and blood pressure.
- **Neuroheadset**: Headset with sensors to capture brain activity by gathering data from EEG channels.
- **Eye Tracker**: Captures the focus of the user within the given user interface.

All the information provided by the sensors feeds the artificial agent. With the Emotions & Cognition Ontology, we are able to set what the agent needs at the conceptual level, which is the aim of this paper. From now on, we need to face what can be called the emotion semantic gap between the signals captured by the sensors the agent includes and the conceptual representation of the recognized emotion at the conceptual level, i.e., as an Emotion.

We have already tested the feasibility of this approach for some of the sensors in our experimentation setting. For instance, we have used a combination of techniques and applications to infer the emotional state of the student and render it using valence and arousal dimensions, following the PAD model mentioned in Section Results: the Emotions & Cognition Ontology. The electro-physiological experiments were carried out according to the principles of the declaration of Helsinki and approved by the ethics committee on clinical research of the Arnau de Vilanova University Hospital. With appropriate software for processing EEG and other electrophysiological data, such as EEGLab, we process the neuroheadset signal and derive the arousal from the EEG signal, while the valence is derived from a wristband. These values are fed to the MOOC agent so it can associate them to the Description of the Situation the student is faced at that particular moment. A sample dataset based on the Emotions & Cognition Ontology for the MOOC scenario presented in this section is available online⁷.

**CONCLUSIONS**

This article presents an ontology for linking reality with its perception by human beings. As the emotional state of people is important as it modifies their perception of the world, it is important not only to adequately describe categorically structured ways of understanding the world around us, but also to describe the emotional, cognitive and motivational processes of people to understand how they perceive and interpret the world around them. Besides, as both descriptions of reality and emotion, cognition and motivation are modeled by means of ontologies, all this knowledge is shared in a common framework.

It is also shown how proposed ontology has been used in the field of MOOCs, environments where adequate representation of emotions and motivation is especially important to ensure its success among people who use them. Testing the ontology in real

---

⁶http://scsn.ucsd.edu/eeeglab/
⁷Sample dataset for the MOOC scenario: http://rhizomik.net/ontologies/2015/12/mooc-sample.ttl
scenarios has allowed the validation of one of the main aims of the ontology: it is relatively simple to apply even for non-experts in ontology modeling.

Additionally, the rest of the intended contributions detailed in Section Fundamental Building Blocks have been also addressed. First, as the scenarios are based on different theories of emotion, it has been possible to test that the Emotion & Cognition Ontology provides the required building blocks to accommodate these different views, from discrete or dimensional theories considered in the context of Tangible User Interfaces (TUI) (López-Gil et al., 2014) to those based on appraisal, as illustrated in this paper. The scenarios have also shown that the ontology is capable of dealing with different emotion communication modalities, from physical sensors and emotion expression systems, available in the case of TUIs, to virtual ones like in the case of MOOCs.

On the other hand, the approach based on Web Ontologies has facilitated reusing many different ontologies from upper ontologies like DOLCE or OpenCyc to the reuse of frames from FrameNet, which has considerably reduced the modeling effort. The latter has also highlighted the advantages of including the notion of context in the core of the ontology through DOLCE’s Descriptions and Situations, which have been smoothly connected with the notion of frames to facilitate Descriptions modeling.

All these findings corroborate the contribution beyond existing emotions ontology, specially comparing to the Emotions Ontology (Hastings et al., 2014), which is the main ontology in this field and was introduced in Section Results: the Emotions & Cognition Ontology. Emotions Ontology is more sophisticated than the proposed one, as it is based on an upper ontology that makes use of logic formalisms to enable elaborate reasoning. However, this introduces too much unnecessary complexity when working with simpler emotion theories or scenarios where just a simple modeling of emergent emotions is required. Moreover, Emotions Ontology is quite tied to a vision of emotion based on the concept of appraisal.

As technology advances, different types of sensors are available to gather information about people’s emotions, cognitive processes and emotions, such as EEG, heart rate, electrodermal activity, facial expressions or speech. Still, such information is not enough by itself to determine such complex aspects and must be considered in the frame of established models and theories. The ontology formalizes a common view about how theories and models are mapped, which are then used to facilitate data integration. If these mappings would not be provided by the ontology, the semantic gap would remain and interoperability among ontology components would be seriously compromised.

Neuroscience is advancing day by day in the knowledge of how humans manage emotions. There are many emotional computing models that relate the abstract concepts that included in the ontology. However, in the not too distant future, emotions will not be restricted to humans, as it seems that machines and virtual agents in general will also be able to recognize and synthesize emotions. Exposed line of work aims to set out a general framework for all kinds of emotional interactions, including the ones with such emotion-aware devices and virtual agents.
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Free Associations Mirroring Self- and World-Related Concepts: Implications for Personal Construct Theory, Psycholinguistics and Philosophical Psychology
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People construe reality by using words as basic units of meaningful categorization. The present theory-driven study applied the method of a free association task to explore how people express the concepts of the world and the self in words. The respondents were asked to recall any five words relating with the word world. Afterward they were asked to recall any five words relating with the word self. The method of free association provided the respondents with absolute freedom to choose any words they wanted. Such free recall task is suggested as being a relatively direct approach to the respondents’ self- and world-related conceptual categories, without enormous rational processing. The results provide us, first, with associative ranges for constructs of the world and the self, where some associative dimensions are defined by semantic polarities in the meanings of peripheral categories (e.g., Nature vs. Culture). Second, our analysis showed that some groups of verbal categories that were associated with the words world and self are central, while others are peripheral with respect to the central position. Third, the analysis of category networks revealed that some categories play the role of a transmitter, mediating the pathway between other categories in the network.

Keywords: personal construct theory, free association, world, self, psycholinguistics, philosophical psychology

INTRODUCTION

Theoretical concepts that were developed a few decades ago are often understood rather as theoretical foundation stones and may be even seen as outdated in some cases. Sometimes, however, situations occur when some older theory is still very influential and inspiring for the field. In psychology, this is the case with Kelly’s (1955) personal construct theory (PCT), to which the attention of researchers is turned rather frequently. For instance, Home et al. (2010) point out that PCT provides “the theoretical framework to learn which constructs the respondents themselves use, but have possibly not yet articulated, and which avoids introducing constructs that stem from the researcher” (Home et al., 2010, p. 503); Cridland et al. (2014) conclude in their research article on adolescents with high-functioning autism (HFA) that "PCT provides an eloquent and in-depth account of developmental issues for adolescents with HFA"
and "propose PCT as efficacious in doing justice to the complexity of this condition during the particular challenging period of adolescence" (Cridland et al., 2014, p. 116); Horley and McPhail (2009) interpret terrorism from the PCT perspective and name PCT as a "well-established if rather unconventional psychological theory" (Horley and McPhail, 2009, p. 119), which enables understanding an issue through the use of construct systems. Recently, there have been apparent efforts among several authors to update and utilize the timeless thoughts of Kelly and his followers, Bannister and Mair (e.g., Bannister and Mair, 1968) or Fransella (e.g., Fransella, 2005).

In dealing with the meanings of words, more precisely: in measuring the meanings of words, the term semantic space is widely employed and two basic ways of delimiting it are distinguished: (1) the traditional one, which is word-based and focused on the co-occurrence of words (e.g., Lowe, 2006), and (2) the syntax-based, which reflects the mutual relations between words (e.g., Geeraerts, 2010). Kelly's PCT is focused primarily on a person who is actively engaged in giving meaning to the world and the self. After many years Kelly's contribution is still considered to be radical, because his personal constructs psychology means abandoning the mechanistic and reductionist traditions in psychological thinking, and it fits comfortably into more recent developments aiming to see man in a holistic perspective (Winter, 2012).

The goal of the current paper is to explore how people perceive and understand the world and the self, or, more specifically, how they associate these two given terms employed as cue words in a free association task. The process of associating is comprehended as verbal constructing. As Kelly states, "there are always some alternative constructions available to choose among in dealing with the world" (Kelly, 1991, p. 11). Associations of the terms world and self acquired in the present study are considered to be basic meaning elements of what Kelly calls constructs: "man creates his own ways of seeing the world in which he lives . . . man might be seen as an incipient scientist . . . each individual man formulates in his own way constructs through which he views the world of events" (Kelly, 1991, p. 9). Kelly also highlights the importance of how people construct and understand the self: "The self is, when considered in the appropriate context, a proper concept or construct. It refers to a group of events, which are alike in a certain way and, in that same way, necessarily different from other events. The way in which the events are alike is the self. That also makes the self an individual, differentiated from other individuals" (Kelly, 1991, p. 91). Categorizing and further analysis of associations of the words world and self, both of which are fundamental terms, became the key to our study, inspired by Kelly's PCT.

**PERSONAL CONSTRUCT THEORY**

If we wish to think about what brought us to remove the dust from Kelly's thoughts six decades after their first publication, let's begin with a quotation: "We start with a person. Organisms, lower animals, and societies can wait. We are talking about someone we know, or would like to know—such as you, or me. More particularly, we are talking about that person as an event—the processes that express his personality" (Kelly, 2003, p. 7). These words open a perspective in which the individual is in the center. But Kelly gets even closer—he is more personal or intimate. Moreover, he turns this perspective inside out and describes a man as his own "scientist." And this is not only a particular man as the scientist—"The aspirations of the scientist are essentially the aspirations of all men" (Kelly, 1991, p. 30). If we believe this claim that Kelly makes, the respondents in the present study, when writing their associations, gain the possibility of approaching themselves in this manner. "Thus, just as the experimental scientist designs his experiments around rival hypotheses, so each person designs his daily explorations of life around the rival hypotheses which are suggested by the contrasts in his construction system" (Kelly, 1991, p. 90). The associations gathered in the present study are considered to be the basic elements of these constructs.

Kelly named the core of PCT as the "Fundamental Postulate: a person's processes are psychologically channelized by the ways in which he anticipates events" (Kelly, 1991, p. 32). Kelly states this postulate not as a dogmatic idea, but rather as a thought-provoking one. "The new outlook which a person gains from experience is itself an event; and, being an event in his life, it needs to be construed by him if he is to make any sense out of it" (Kelly, 1991, p. 55). To associate terms such as world and self means to come out from individual experience, and, based on that experience and through the verbal categories, to show how the world and the self may be constructed. Kelly explains the terms channelized and anticipating events as depicting the dynamism of human processes and as cutting off from former psychological stimulus-response determinism (Kelly, 1991).

Kelly himself points out that PCT is more a metatheory than a theory. Ten years after the first publication of his book (Kelly, 1955) he also summarized how PCT was categorized among other authors: as cognitive, existential, emotional, learning, psychoanalytic, behaviouristic, pragmatic, reflective and many other theories, including "no theory at all. It has also been classified as nonsense, which indeed, by its own admission, it will likely some day turn out to be" (Kelly, 2003, p. 8). A period critical evaluation of PCT in a submission by Kelly's direct followers, Bannister and Mair, was published by Eysenck (1968) in Nature. Eysenck's (1968, p. 99) review summarizes the imperfections of PCT, namely, that some significant claims of PCT were "achieved purely on a verbal plane." On one hand, the lack of empirical evidence, which is criticized as an imperfection, is understandable. On the other hand, results based strictly on quantitative empirical evidence can generate conclusions such as, e.g., "the more psychotherapy, the smaller the recovery rate" (Eysenck, 1952, p. 322), which is Eysenck's famous conclusion from his research on the issue of (in-)effectiveness of psychotherapy, published in Eysenck (1952). Such an argument implicitly contains a question about whether philosophizing in the area of psychology should be practiced at all. In addition, Kelly explicitly delimits his position as philosophical and calls it constructive alternativism. "The best we can ever do is project our anticipations with frank uncertainty
and observe the outcomes in terms in which we have a bit more confidence” (Kelly, 2003, p. 5). This statement also explains why the task of free associations was employed as a data-mining method in the present study.

**METHODOLOGY**

**Subjects**

Data were collected from university students, university graduates and young adults of similar age. The majority of respondents were young people, often college students (68%, age between 18 and 33), educated mostly in the humanities (41%), technical or economic fields (29%), and natural science or medicine (9.6%). The final sample consisted of 251 respondents (156 women and 95 men); the median age was 26 years old. Respondents were recruited from Czech universities of different types and from random data collection in Prague, the capital of the Czech Republic. Participation in the study was fully voluntary with no incentives provided for participation. All respondents were Czech native speakers. The research design was approved by the institutional ethics committee. All respondents signed an informed written consent with their participation in the study.

**Materials and Procedure**

A free association task (Nelson et al., 2004) with multiple associations to the cue words was used in the present study. The main aim was to explore the conceptual categories that respondents retrieve when they are asked to recall associations to the word world and the word self. In the free association task, the respondents are asked to write the first word that comes to mind that is related or strongly associated to the presented cue word. The method of free association provides the respondents with absolute freedom to choose any words they wanted. Such free recall is suggested as being a relative direct approach to the respondents’ self- and world-related conceptual constructions.

At the beginning, respondents filled in basic demographical characteristics. Then the cue words were presented to respondents on a sheet of paper. Two cue words were used: the word world and the word self. The respondents were asked to recall any five words relating with the Czech word for world with the instruction “Please, write five words that you recall when you hear the word world to the following five lines.” Five short horizontal lines placed below each other were offered to respondents below the instruction. Afterward respondents were asked to recall any five words relating with the Czech word for self with the same instruction and response design. The time for writing the associations was not limited.

The present research went the opposite way when compared with the method of controlled word association test (e.g., Woodworth, 1921) in that we did not apply predefined categories from which the respondents had to choose particular words. The aim of the present study was to categorize all of the acquired associations by their prevailing meanings into groups in order to subsequently display the distribution of categories and inter-category relations.

In the sense of delimiting the semantic space, the method of the present study is word-based, and because we work with particular associations which were not articulated in form of sentences or narrations, we also visualize the relations between words other than the grammatical. Jackson and Bolger (2014, p. 12) suggest in their recent article about a high-dimensional graph of semantic space that “perhaps the method of calculating relationship, rather than representing relationships, is what differs between relationship types.” We suggest trying to avoid the use of the term “semantic space” in the present study, with respect to the employed method of coding, which reflects only one prevailing meaning of an association in the given context. In this way, each categorized association represents a one-directional vector, which creates no space per se. This position seems to be quite radical, especially in the context of contemporary computational psycholinguistics, where the number of dimensions of semantic space has no limit and is usually calculated with multi- or high-dimensionality. Also, the authors of this article would otherwise prefer a multidimensional space construction, if appropriate, as was used in their recent article dedicated to emotional space (Trnka et al., 2016). But here, instead of dealing with the semantic space of particular words or collocations, we (1) describe and explain the meaning of each category of associations and (2) reconstruct the distribution of categories in two dimensions, separately for associations of world and self.

**Data Analysis**

Acquired data in form of individual words or short phrases were analyzed separately for the cue words world and self. Firstly, the data were sorted by frequency of occurrence of particular words. No data pooling was employed, so singualrs and plurals, various verb tenses etc. remain intact as gathered. The most frequent words with particular meanings were suggested as category names. Secondly, data were categorized by the meaning of each association. For associations of both cue words, world and self, two separate categorization systems were developed. The exhaustive categorization process left no associations uncategorized. All categories were derived from an examination of the data (e.g., Aylwin, 1977). In the case, when a word can be assigned to more than one category, the prevailing meaning of the given word was employed. An independent rating scored an almost 82% match in the ex-post sorting of the associations into categories, namely 82.4% for world associations (k = 0.913) and 81.6% for self associations (k = 0.909), both at p < 0.001 level.

For both cue words, world and self, we elaborated two 251 × 18 incidence matrices. In each matrix related to the mentioned cue words, rows represented respondents and columns represented particular categories. The cell gained the value a_{nk} = 1 when the respondent n reported at least one association of the category k, and the value a_{nk} = 0, when the respondent reported no association. Incidential matrices act as an entry for two types of analysis borrowed from psychometrics and multivariate statistics. These two methods are designated for mapping statistical connections of the mutual occurrence of particular categories. The first method is factor analysis (PCA).
(Kline, 2013), and the second is the technique of Inverse covariance matrix (Whittaker, 1990). The output of factor analysis (PCA) is the mapping of each item to the smaller Euclidean space (Überla, 1968), which is in psychometrics significantly less dimensional due to correlation proximity. Coordinates in this space allow each particular item to be described as the vector of several factors with sufficient individual exactness maintained.

The goal of an inverse covariance matrix is to distinguish direct statistical dependencies of particular items (categories) from transmitted, indirect correlations. The output is a network of direct statistical dependencies on the level of a statistically typical respondent, which allows a pathway (or more pathways) of inter-category dependencies to be reconstructed between more indirectly dependent categories. The number of factors in the factor analysis was defined using the technique of point of curve-break of descending eigenvalues. For both cue-words, the corresponding break-value of the eigenvalue was 1.5 – the factor was accepted when it explained at least 50% more variance than the mean value allocated to the particular category. For both of the cue words, world and self, this allowed a given items to be mapped by two factors. Varimax rotation was used for the resulting two-dimensional maps.

RESULTS

Associations and Category Frequencies
Two discrete categorization systems were developed, one for associations of the cue word world, second for associations of the cue word self. Both systems consist of 18 categories (see Tables 1 and 2).

Both of these descriptions (in the Czech language) have also been provided to an independent rater for the ex-post sorting of the associations into categories.

The word world was associated most strongly to words from categories which relate to nature’s essence of the world in a local, global or cosmic dimension. Special meaning was dedicated to the element water. Civilization and its achievements – or an anthropocentric paradigm – were sorted in more less extensive categories, with respect to different meanings of associations.

The word self strongly reflected individualism, including personal settings and various states of being. All associations were sorted distinctively in particular categories by their meanings, as Table 2 displays more in detail.

The Pareto chart shows on one side the frequencies of the most commonly appearing categories, while on the other side it shows that after the initial most common categories, which for the cue word world are Individual, Trait, Existence, Embodiment and Social, the level of 60% was achieved within the named categories. It also shows that other categories, starting with Family, appeared rather rarely (see Figures 1 and 2).

PCA Analysis
To display the various ranges of how people associate the world and themselves, PCA data analyses were conducted, separately for the cues world and self.

The component plot in a rotated space chart for world associations (Figure 3) shows the distribution of categories in two basic dimensions (ranges). The iWorld category in the central position represents the point of origin of vertical and horizontal axes, which correspond to following ranges: a vertical axis with polarities Nature vs. Culture and a horizontal axis, where the range is triangulated by concrete categories (People, Space, Aqua) on the left side and by abstract categories (Challenge, Positive, Negative, Big and Wow!) on the right side.

The vertical range demarcated by the categories Nature on one side and Culture on the other side shows the two opposite directions of how people associate the world. The central position of the iWorld category corresponds very well to the basic postulates of PCT, where the individual is the key determinant of how people reflect the world and the self. Although the iWorld category occurred only rarely, its position marks the center about which personal constructs for the world oscillated.

The component plot in a rotated space chart for self associations (Figure 4) displays the distribution of categories into four groups: (1) categories like Leisure, Fun, Family and Social grouped in the upper part of the data projection are examples representing some aspects of everyday life; (2) the categories Trait, Love, Embodiment, Emotion, Value and Crisis are related with personality structure; (3) alongside, the categories Value, Crisis and Existence in the bottom part of data projection represent the philosophical context of being; and (4) the left part of the chart groups the distinctly personal categories: Individual, Gender and You.

Category Networks
The inverse covariance matrix expresses the system of statements $\rho_{A,B|X} \sim 0$, where A, B are categories, and X is any kind of knots which separate vertices A and B in the network. $\rho_{A,B|X}$ is coefficient of partial correlation of articulation of A and articulation of B by random subject, controlled for set X. Category network approximates real dependence structures, which are generated from the standardized inverse covariance matrix.

On the basis of the inverse covariance matrix, which analyzes data on the level of individual respondents, two networks of categories were modeled, one for the categories of the world associations, second for the associations of self. The individual is the numerator of the links. The purpose of the inverse covariance matrix method is to distinguish two types of dependencies, direct and mediated dependencies. An edge connects the nodes directly. If another category is placed between two categories, such a category acts as a transmitter, which mediates a pathway between them and illustrates the mediated dependencies (see Figures 5 and 6).

Lines display the direct not-mediated probability dependence. The probability of a common occurrence is independent of other category constellations. As an example, let’s take a look at the Linguistic and Trouble categories: if they occur together in the same respondent, the category Negative acts as the mediator here. The only lone-standing category is Culture. This means...
**TABLE 1 | Description of categories of world associations.**

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nature</td>
<td>Animals, plants, animate and inanimate nature. Nature’s elements. Natural phenomena and processes. Dimension: all on the planet Earth (but the Planet as a whole belongs to the Space category).</td>
</tr>
<tr>
<td>Big</td>
<td>Great. Discrete subcategory of Nature, pointing out the largeness.</td>
</tr>
<tr>
<td>Space</td>
<td>Universe. Planet Earth as a whole, its characteristics. Cosmos. Widest possible scope.</td>
</tr>
<tr>
<td>People</td>
<td>Human (culture is separated in the next category).</td>
</tr>
<tr>
<td>Culture</td>
<td>Culture according to its anthropological definition, which means, in the widest extension. i.e., as the product of human behavior, material and non-material, including values, systems, achievements and products. Including processes, situations, symbolic systems.</td>
</tr>
<tr>
<td>Positive</td>
<td>Positive values in general, positive associations.</td>
</tr>
<tr>
<td>Challenge</td>
<td>The world as the challenge.</td>
</tr>
<tr>
<td>Negative</td>
<td>Negative values in general, negative associations.</td>
</tr>
<tr>
<td>Trouble</td>
<td>Serious problems of the world. Discrete subcategory of Negative.</td>
</tr>
<tr>
<td>Travel</td>
<td>Traveling. Evaluation (positive and negative) does not belong here.</td>
</tr>
<tr>
<td>Diversity</td>
<td>Variety. If associations reflect differences and diversity, they belong here. Possible overlapping with Culture to be resolved by putting of plurals here, if they refer to diversity (e.g., cultures, languages etc.).</td>
</tr>
<tr>
<td>Social bonds</td>
<td>Social relationships (and their background).</td>
</tr>
<tr>
<td>Color</td>
<td>A particular color.</td>
</tr>
<tr>
<td>Linguistic</td>
<td>A special association within the Czech language (e.g., a rhyme, lexical basis contains the Czech word for world, etc.). Specific Czech facts. (Not translatable)</td>
</tr>
<tr>
<td>Wow!</td>
<td>An expression of amazement, impression. Needs to be balanced with Big, where largeness is the matter (but not astonishment from the largeness).</td>
</tr>
<tr>
<td>Together</td>
<td>Jointly. The expression of mutuality. “We all live in one world.”</td>
</tr>
<tr>
<td>iWorld</td>
<td>Me-world, appropriation of the world. I am the world.</td>
</tr>
</tbody>
</table>

that Culture, even if this is the fourth most commonly occurring category, has no probability dependence to be found with another specific category more or less as with others. Such a category does not elicit any category more than any other.

**DISCUSSION**

The present theory-driven study provides new empirical evidence that contributes significantly to the development of PCT. Aside from this; our results also have implications for other fields, such as psycholinguistics, associative priming, or philosophical psychology. These implications will be presented within the particular subsections, but at the beginning we will briefly summarize the main findings of the present study. First, the results provide us with the associative ranges for the constructs of the world and the self. The results showed that some associative dimensions are defined by semantic polarities (e.g., Nature vs. Culture, everyday life vs. philosophical context of being). Second, our analysis showed that some groups of verbal categories associated with the words world and self are central, while others are peripheral in regard to the central position (see
the results of PCA analysis in Figures 3 and 4). Third, the analysis of category networks revealed that some categories play the role of a transmitter that mediates a pathway between two other categories in the network (see Figures 5 and 6). Interestingly, one category, named “Culture,” was determined to be an independent category in the analysis of category networks, probably without any prevailing dependence with another category. All of these findings help us to better understand the way that our respondents constructed verbal associations with the constructs of the world and the self, but also the mechanism of personal construction in general.

### Implications for Personal Construct Theory
Kelly’s PCT is on one hand considered as essentially important; on the other hand, the lack of empirical evidence supporting his theory has complicated its broader impact. We still consider Kelly’s PCT as a not very empirically verified reservoir of inspiration, which calls for rediscovering. We assume, in line with our results, that such rediscovering, especially when conducted with the use of empirical methods, will broaden PCT and the possibilities of its implications. Even after half a century, some scholars (e.g., Butler, 2006) are pioneering in the gathering of
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FIGURE 1 | Overall association distribution in categories.

FIGURE 2 | Overall association distribution in categories.

empirical material which is employed to specify the content of Kelly's theoretical assumptions. Like Butler (2006), who is empirically searching for the content of Kelly's core constructs, the present study aims to provide new insight on the relations between meaningfully categorized words originating from a free association task. The present study used a dynamic way of categorization, which allowed us to work with each arbitrary association, expressed as a word or collocation. Subsequent statistical operations enabled the data to be visualized, separately for associations of self and world, and opened a space for interpretation of the displayed distributions and relations. Although the present study is not working with a large language corpus, as many recent studies have (e.g., Nelson et al., 2004; Jackson and Bolger, 2014), our data enabled the significant relations between categorized associations to be visualized.

The results of our study led us to reconsider three of the eleven ground stones on which Kelly elaborated the fundamental postulate (see the section PCT) of his PCT. Firstly, we broaden the basic concept of the dichotomous foundations of the construct that Kelly stated and named as a dichotomy corollary; secondly, we reformulate his definition of the choice corollary; and, thirdly, we suggest reducing the number of ground stones of PCT to 10, via complete removal of the range corollary.

Kelly's proposition, which he named the dichotomy corollary, states that people construct their reality on two opposite alternatives. This point was strongly criticized, e.g., by Riemann (1990). Given the results of the PCA analyses conducted within the present study (see Figures 3 and 4), we are able to identify more than only opposite alternatives; moreover, we can reconstruct the entire space where self and world are emerging as constructs and which are not necessarily based on contrasts (see the section PCA analysis). In this manner, we extend Kelly's original statements.

We assume that Kelly partially anticipates the fact that the foundations of constructs which are not dichotomous also exist. On one hand, he argues that "A construct is the basic contrast between two groups" (Kelly, 2003, p. 10), and on the other, he operates with a "finite number of dichotomous constructs" (ibid.). In other words, the number of dichotomous constructs is limited, which can elicit the question of whether there are also other, non-dichotomous constructs. We guess that here is a hidden space for formulating the fundaments of constructs other than dichotomous ones, the space which is captured as result of PCA analysis (Figures 3 and 4).

Further, the need for the upgrade of another ground stone, the choice corollary, stems from previous reformulation of the dichotomy corollary, which is considered to be the most important such ground stone. The main contribution of this update is the broadening of the space where alternatives other than the dichotomized can be considered. The distributions of categories, as shown by the results of our PCA analyses, as well as the number of categories – 18 for each of the cue words – show a higher complexity of constructs, where groups of categories were identified, including their central or peripheral positions. Regarding the above-mentioned, we suggest removing the word dichotomized from the definition of the choice corollary. The definition will thus read: A person chooses for himself the alternative in a construct through which he anticipates the greater possibility for the elaboration of his system (see Kelly, 2003, p. 11).

Last, but not least, the range corollary, which deals with the issue of a limited number of dichotomous constructs, is groundless in the light of reformulating the previous two fundaments of the PCT. Kelly stated that the range corollary as "A construct is convenient for the anticipation of a finite range of events only" (ibid), and he subsequently argues that "Not everything that happens in the world can be projected upon all the dichotomies that make up a person's outlook. Indeed I doubt that anyone has ever devised a construct that could cover the entire range of events of which he was aware. There are patches of clouds in every man's sky. This is to say that the geometry of the mind is never a complete system" (ibid). We understand this
Implications for Psycholinguistics

One of the large topics in contemporary psycholinguistics relates to the term *mental lexicon*. The unflagging interest of scholars about this subject has been elicited by Aitchison (1987), who called it a *human word-store*. To explain the term, the following definition can be employed: “A mental lexicon refers to the words that comprise a language, and its structure is defined here by...”

quoted paragraph also as a collision with how Kelly delimited the borders of his theory. When we set aside the precondition that constructs are based only on dichotomies, as we suggest above, and what the results of present study illustrate (see results of PCA analysis), we can also consider this Kelly’s skepticism as pointless. In this manner, we extend Kelly’s original statements; we even reduce his 11 corollaries to 10.
the associative links that bind this vocabulary together. Such links are acquired through the experience and the vast and semi-random nature of this experience ensures that words within this vocabulary are highly interconnected, both directly and indirectly through other words” (Bruza et al., 2009, p. 363). Within such a delimitation, the present study gathered words from a free association task, where associative recall was primed by the cues word and self. These association chains were interconnected on the individual, personal level (for examples, see the Tables 3 and 4).

Also, subsequent PCA analyses showed relations between categories, where inter-category links were calculated on the basis how individuals articulated their association chains (see the category networks of word and self in Figures 5 and 6). Such data visualization can be considered as an innovative contribution of the present study, because previous analyses in psycholinguistics have been primarily focused on the level of relations between particular words, as in the following example:

<table>
<thead>
<tr>
<th>TABLE 3</th>
<th>World: selected association chains (in rows).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big</td>
<td>Horrible</td>
</tr>
<tr>
<td>Pain</td>
<td>Ball</td>
</tr>
<tr>
<td>People</td>
<td>Envy</td>
</tr>
<tr>
<td>Hazard</td>
<td>Future</td>
</tr>
<tr>
<td>Sea</td>
<td>Courage</td>
</tr>
<tr>
<td>Love</td>
<td>Family</td>
</tr>
<tr>
<td></td>
<td>God</td>
</tr>
<tr>
<td></td>
<td>Life</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 4</th>
<th>Self: selected association chains (in rows).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boy</td>
<td>Jerk</td>
</tr>
<tr>
<td>Buffoon</td>
<td>Drunkard</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>Fear</td>
</tr>
<tr>
<td>Killer</td>
<td>Ideas</td>
</tr>
<tr>
<td>Speed</td>
<td>Stress</td>
</tr>
<tr>
<td>Batty</td>
<td>Emotionally labile</td>
</tr>
<tr>
<td></td>
<td>Moron</td>
</tr>
<tr>
<td></td>
<td>Man</td>
</tr>
<tr>
<td></td>
<td>Confusion</td>
</tr>
<tr>
<td></td>
<td>Lie</td>
</tr>
<tr>
<td></td>
<td>Time</td>
</tr>
<tr>
<td></td>
<td>Own world</td>
</tr>
</tbody>
</table>

“Words are so associatively interconnected with each other they meet the qualifications of a small world network, wherein it takes only few associative steps to move from any one word to any other in the lexicon” (Bruza et al., 2009, p. 364). In our study, we revealed the mediated dependencies between categories emerging based on the respondents’ associating, and these dependencies created networks (Figures 5 and 6) having characteristics similar to the small world networks presented by Bruza et al. (2009). Therefore, our study also extends the theoretical assumption of Bruza et al. (2009) for the case of broader semantic spaces, as coherent categories of meaning are suggested. So, according to our analysis, we may rephrase the above-mentioned definition for the level of categories: categories with coherent semantic meanings emerging from human associating are so interconnected with each other that they meet the qualifications of a network of small world of associations, wherein it takes only a few steps to move from any one category to any other category. The links shown between the categories in our analysis showed probability dependences, indeed, as explained in the Category network section. Thus, the present study provides innovative insights into the deep structure of the mental lexicon, especially for the instance of associate reasoning and subsequent recall of verbal concepts.

When discussing results concerning the semantic meanings of words, we can also turn our attention to classical authorities in the field. One of first sources of inspiration is the work of Osgood et al. (1957) and his semantic differential. The task of measuring semantic differential requires analyzing the given words in opposite dualities; Kelly (1955) also worked with bipolar dimensions of constructs in his PCT. The results of the present study indicate that some of the associative dimensions that emerged from the associations of our respondents also have the character of opposite dualities. The meanings of categories that are located on the vertical and horizontal peripheral sections of the associative range for the world are in semantic opposition (Figure 3: Nature vs. Culture, concrete vs. abstract categories). On the other hand, the horizontal dimension in the associative
range for the self does not show such distribution. One may ask: what does this mean? It is necessary to distinguish two levels of analyzed data: first, the level of associations, and second, the superordinate level of categories. On the first level, it is possible to place associations in the form of accusatives and verbs between two polarities, if it is not a polarity itself. In other words, the position of each such association is definable by its position in the range between corresponding polarities, defined by Kelly as the extreme points of constructs. In linguistic categorization, nouns, adjectives, and various types of verbs are the basis for sorting words on the scale concreteness–abstractness (e.g., Carnaghi et al., 2008). Because the present study acquired associations of all word classes and because of the aim to categorize all of gathered data by the prevailing meaning of the words or short phrases used, another sorting on the first level wasn’t employed, even though there is a wide scale of methods by which these data could be analyzed (e.g., Nelson et al., 2004). However, new insight on the concreteness–abstractness dichotomy was provided, when PCA analysis of the categories from the term self was conducted (see Figures 3 and 4).

Our data are not sufficient to conclude that people construct the world and the self in the manner of opposite dualities, but analysis of the acquired data is able to show that respondents do employ non-opposite mechanisms of semantic construction when associating the given cue words. Nonetheless, it is too early to make such a general conclusion, and the fact that this interpretation is supported only by the results of one empirical study should be taken into account. On the second level of the analyzed data, some very significant opposite dualities are illustrated among the categories by the PCA method. Of course, not all categories in the PCA projection were located in the sense of opposing dualities, which supports another possible way of interpreting of results, as employed by the distribution of the self categories (see Figures 3 and 4). When analyzing the data on the level of categories (for example Nature and Culture, see Figure 3), their distribution in the given example may also be understood as extreme points of constructs, if using Kelly’s words.

Further, it is also necessary to stress that the experimental design used in the present study involves the effect of priming. The respondents were provided with the cue words, world and self, and these cue words influenced their follow-up retrieval of associations from memory. Stacy et al. (2006) pointed out: “Thus, word association seems to measure some sort of relationship that has relevance well beyond the word association task itself” (Stacy et al., 2006, p. 77). Both of the words, world and self, served as prime words leading to a related target – a chain of word associations in the present study (for examples, see the Tables 3 and 4). It is very important to keep in mind this priming effect when exploring the results of the analysis of category networks. This analysis revealed that some categories played the role of a transmitter mediating a pathway between two other categories in the network. Just the presence of transmitters or mediators illustrates very well the sequential nature of our data. Analyzing the problem of sequentiality in chains of words in associative tasks would be an interesting challenge for future studies, but it lies beyond the main scope of the present study, which was focused mainly on the investigation of associative ranges for the constructs of the world and the self within the theoretical framework of PCT.

Implications for Philosophies Regarding Self and World

This paper is basically an empirical study, not a philosophical one. Despite this fact, however, some interesting implications for philosophies regarding self and world can be derived from the acquired data. Generally, we understand the implications introduced below to be a link between the realms of theoretically driven empirical research study on one hand and the field of philosophical thinking on the other. These implications are thought mostly to be preliminary incentives for future developments in the field rather than final statements.

At the beginning, it is important to realize the nature of our experimenterally acquired data. Simply put, the respondents recalled their first five associations with the words world and self. Therefore, we may afford to discuss these associative findings within the context of the phenomenology of Husserl. According to Husserls (1970, 1977), our mental processes are essential for the construction of the objective world. Through and by our mental processes we create our own ideas about our existence in the world and belongingness to the world. From this point, the associations that were gathered from our respondents showed us the underlying structures that constitute the inner meanings of the world’s belongingness. For example, when we look at Figure 3, there are many possible concepts of how people may understand their being in the world. The free association task enabled us to approach the inner meanings of the world in our respondents. But the question arises: what is the source of these meanings?

Husserls (1970) speaks about a priori structures that may be responsible for our belongingness with the world. Categories such as Space, Aqua, Positive, or Negative (see Figure 3) are examples of concepts that could even be regarded as some kind of a priori structures pre-established in our brains. However, all associations are also primarily subjective. The role of cognition should not be omitted here. Cognition definitely varies between subjects, and free associations are suggested to emerge into the consciousness of a person because of that person’s performance of cognition (Erkenntnisleistung) (Husserls, 1977). Cognition is generic within the free associative task, because it generates various associative meanings when faced with stimulus priming. As seen in Figure 3, some kinds of categories seem to be less general, e.g., Social bonds, Travel or Linguistic. A person’s performance of cognition (Erkenntnisleistung) (Husserls, 1977) plays an important role in the free associative task, and we argue that the gathered associations may be the expression of a priori structures but also influenced significantly by a person’s cognition. The concepts that respondents have created in their minds have been constituted (and are still being constituted) in the subject’s constitutional history. And because the associations...
presented in this study are related to the world and the self, we may even speculate that these associative concepts can mirror even the core, fundamental concepts of a person’s being in the world.

Perhaps it is too early to make such statements, and we should be careful to come to such a conclusion. Therefore, we instead adopt a less daring position here and satisfy our inquiry with the notion that free association may provide us with signs of the deep mental processing of reality. But there is another interesting implication relating to the mutual inter-relations of associations in our results. As shown by the analysis of category networks (see Figures 5 and 6), we may suggest that the concepts are not disconnected from each other in the respondents’ memories. The analysis of category networks revealed a high number of mediated dependencies that are depicted in Figures 5 and 6. This informs us about the deep structuring of the inner perception of the world in people’s minds. According to Husserl’s (1970), all objects are experienced in consciousness, and therefore, all meanings are always constituted in the constitutional history of a subject. Our results showed (see Figure 5) that concepts relating to the world are mostly inter-dependent, and that one concept often acts as a transmitter for another concept or concepts. At this point, it would be speculative to consider mediated dependencies between concepts to be related with Husserl’s (1967) basic eidetic laws of passive genesis, but such question may be considered.

Our experimental study worked with verbal stimuli, and respondents also recalled verbal associations to the words world and self. The choice of this research design is not surprising when working in the field of philosophical psychology. Heidegger (1985) pointed out that our practical encounter with the world around us is encapsulated in our language. In other words, language itself is suggested to mirror our belongingness with the world. Our results (Figure 4) showed that self-related associations are grouped into spheres that are related either to some aspects of everyday life (e.g., categories such as Leisure, Fun, Family and Social) or to the philosophical context of being (e.g., categories such as Value, Crisis and Existence, in the bottom part of Figure 4). This patterning indicates that Heidegger’s (1985) practical engagement with the world is not restricted to the realm of everyday activities, but also covers engagement with the world that can be considered to be the philosophical context of being of human existence. This existential dimension of being in the world is present in the associations of our respondents, which indicate that the existential aspects of life are also an important part of verbalized Expression (Aussage) in Heidegger’s (1985) sense.

Further, it is also possible to posit the broader philosophical question of how many categories are optimal to categorize the world? This question cannot be answered easily, but we may consider some possibilities here. Lowe (2006) posed a similar question in the framework of his four-category ontology, and according to this squared way of thinking he concluded, not surprisingly, with four components. In contrast, our category system, which emerged based on empirical evidence, included 18 categories for associations of the word world and the same number of categories for associations of the word self (see Tables 1 and 2). Each category represents a group of verbal associations with similar semantic meanings (see Tables 1 and 2), and the frequencies of occurrences are different in different categories (Figures 1 and 2). When dealing with continuous attempts to categorize the world from the ancient times up to the present (for a review, see Hackett, 2014), some scholars have even posited the opinion that no categories exist at all. This is the case of the work The No-Category Ontology (Bueno et al., 2015), where instead of categories the authors introduce concepts which “can always be revised, refined and recast” (Bueno et al., 2015, p. 233). This fascinating discussion is currently very topical, and we believe that the empirically based results of the present study contribute significantly to it.

Finally, we would like to briefly outline the implication of our study in respect to the position of the concept of self in philosophy. Although most psychologists do not have any problems with the concept of self, some philosophers have questioned the existence of the self in terms of an essential, subjective nucleus of a person. For example, Hofstadter and Dennett (1981) rejected the existence of the self and regarded the self as a kind of illusion. This approach is very inspiring. Although the words “self” or “I” are included in most of human languages, we may adopt the illusionary nature of the underlying concept of self for the interpretation of our results. If we consider the concept of self to be an illusionary one, the self-related associations that have been gathered from our respondents become much more interesting in this light. If self is an illusion, then associations to the word self may be helpful in revealing the relationship of this illusionary concept to other related concepts. When looking at Figure 2, the word self is most frequently associated with concepts falling into the categories “Individual,” “Trait,” “Existence,” “Embodiment,” “Social,” and “Family.” This indicates that people usually understand themselves as individuals with some kind of traits. The self has not been consciously regarded as an illusion, because respondents frequently recalled words relating to the realm of real existence. They associated the self with a really existing entity embodied in a particular material form, i.e., a human body. Many associations were also targeted at the social domain of human existence, where self was associated with words falling into the categories “Social” and “Family.” We do not aim to use our results for a discussion about the existence or non-existence of the concept of self in philosophy. Indeed, we admit that the self could be an illusionary concept, and our results (see Figure 2) indicated that although illusionary, the self was mostly associated with the conceptualization of a socially living individual that has both a material body and psychological traits. It is necessary to say that this embedding of the self was found in our population sample, and cross-cultural differences can be expected when conducting the same experiment in another cultural environment.

CONCLUSION

The present study reconsiders the PCT in light of the analyses of data acquired in a free association task. The results of this study develop the theoretical concept of Kelly (1955), which has often been criticized for the lack of empirical evidence supporting
the PCT. The acquired data were categorized by the dynamic classification method, creating different meaning categories for the cue words \textit{world} and \textit{self}. The categories are based on the acquired data, and the mentioned dynamic disposition of the method simply reflects any data content.

Subsequent analyses illustrate the sphere which was partially outlined by the PCT as dichotomies, but which to our knowledge nevertheless were not shown via the PCA or inverse covariance matrix methods. Categories are distributed in a two-dimensional range, e.g., in central and peripheral positions, semantic polarities and groups. Further, analysis of category networks detect which categories have prevailing dependencies toward other categories when associating \textit{world} and \textit{self}, and which categories are transmitters to other ones. The inverse covariance matrix method also provided an innovative upgrade of the association-to-association links (Nelson et al., 2004) on the level of category-to-category links.

According to the results of the conducted analyses, the present study suggests implications in three areas: (1) in the PCT, we reformulated two of the 11 ground stones which Kelly named as corollaries. After this reformulation PCT is capable to reflect that the constructing of \textit{self} and \textit{world} is not based only on contrasts, as also our analyses depict. Fundaments of constructs different than dichotomous fundamentes are also illustrated here. Furthermore, it is suggested that one corollary should be completely removed; (2) in the area of psycholinguistics, the extension of the concept of \textit{small world} network (Bruza et al., 2009) is suggested. Categories emerging from how people associate are linked based on their probability dependences in the present study, which enables an innovative insight into a current topic of psycholinguistics topic – the mental lexicon; (3) the results of the present study are framed in the context of Husserl's (1970, 1977) phenomenology, where human mental processes are considered as essential for the construction of the objective world. People create ideas about their existence in the world and belongingness to the world, which the free association task with the cue words \textit{self} and \textit{world} appropriately stimulates. In this way, the present study provides a particularized insight into the underlying structures, which constitute the inner meaning of world's belongingness. Moreover, analysis of the category network shows that associations are mutually inter-related and that the concepts of \textit{self} and \textit{world} are internally connected via direct and mediated dependences, which reflects the structuring of perception and understanding of \textit{self} and \textit{world} in people's minds.

It is also appropriate to consider the limitations of the present study regarding culture: the sample of Czech people, mostly university students, and also the fact that all of the acquired associations stem from the Czech language repertoire. On the other hand, the Czech Republic currently represents a unique mono-cultural non-religious laboratory in the middle of Western world (see e.g., Kuška et al., 2015), so the results of the free association task could be used as control-group data in comparison with another multicultural sample. The method of data collection, their categorization and subsequent analyses is universal.
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Going Beyond the Data as the Patching (Sheaving) of Local Knowledge
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Consistently predicting outcomes in novel situations is colloquially called “going beyond the data,” or “generalization.” Going beyond the data features in spatial and non-spatial cognition, raising the question of whether such features have a common basis—a kind of systematicity of generalization. Here, we conceptualize this ability as the patching of local knowledge to obtain non-local (global) information. Tracking the passage from local to global properties is the purview of sheaf theory, a branch of mathematics at the nexus of algebra and geometry/topology. Two cognitive domains are examined: (1) learning cue-target patterns that conform to an underlying algebraic rule, and (2) visual attention requiring the integration of space-based feature maps. In both cases, going beyond the data is obtained from a (universal) sheaf theory construction called “sheaving,” i.e., the “patching” of local data attached to a topological space to obtain a representation considered as a globally coherent cognitive map. These results are discussed in the context of a previous (category theory) explanation for systematicity, vis-a-vis, categorical universal constructions, along with other cognitive domains where going beyond the data is apparent. Analogous to higher-order function (i.e., a function that takes/returns a function), going beyond the data as a higher-order systematicity property is explained by sheaving, a higher-order (categorical) universal construction.

Keywords: learning, generalization, sheaf theory, sheaf, sheaving, category theory, universal

1. INTRODUCTION

A ubiquitous cognitive ability is the capacity to “go beyond the data.” That is, to put it broadly, an ability to successfully respond to stimuli not previously encountered. Such a characterization encompasses a wide variety of situations from perception-based classification to logic-like reasoning. For example, given feedback on the edibility of a particular kind of fruit, one knows when the fruit can be eaten next time it comes into season. Or, having been (repeatedly) rewarded for choosing stimulus A over stimulus B and B over stimulus C, one correctly predicts that choosing A over C will also elicit a reward. In general, a capacity to go beyond the data is referred to as generalization. And, this ability is typically expressed as correct responses to novel inputs given some knowledge about other input-output (cue-target) examples.

This broad view of generalization affords an instructive comparison/contrast of two distinctive views of cognition, to wit, classical (symbolic) and connectionist (subsymbolic/vectorial). The relative merits of these two views (Fodor and Pylyshyn, 1988) have been extensively debated in
the literature (see Calvo and Symons, 2014, for a cross-section of arguments). Our interest, here, is with several key aspects of the debate that motivate and help illustrate a different conception of generalization to follow.

The classical view is that our ability to reason about the world is founded upon a compositional syntax and semantics: the world is interpreted through a language of thought (Fodor, 1975). A language of thought is a system of representations—complex entities are modeled by corresponding compositional representations so that the semantic relationships between the constituent entities are reflected in the syntactic relationships between the corresponding constituent representations—and processes that are compatible with the way such compositional representations are constructed. So, for instance, on seeing that John is standing to the left of Mary, there is a symbol representing John juxtaposed with a symbol representing Mary in a way that captures the relative spatial locations of John and Mary. What matters to the classical theory is not the particular syntactic relationship, but that the relationship employed is used consistently in all such situations. In this way, a classical cognitive system with the capacity to juxtapose all such relevant combinations of symbols is supposed to explain the productivity and systematicity properties of language (Chomsky, 1980) and thought (Fodor and Pylyshyn, 1988), more generally.

Productivity and systematicity can be seen as forms of generalization in the sense just introduced. Productivity, as the term suggests, is characterized as having a cognitive capacity that is more than the sum of its parts. For instance, suppose in the course of understanding the meaning of “to the left of” that upon being told, “John is standing to the left of Mary,” “Mary is standing to the left of Tom,” and “John is standing to the left of Tom” when indeed one sees that John is to the left of Mary, and so on, that symbols are recruited to represent John, Mary and Tom. Suppose, further, that a (product) rule is exercised to combine that set of symbols into a set of symbol pairs: e.g., (John, Mary) in corresponding (left, right) order, together with a process for accessing the first symbol in each pair, thereby affording the inference that John is the person on the left when applied to the pair (John, Mary). This system exhibits productivity, therefore generalization in the aforementioned sense, because a basic capacity to represent three pairs of people produces (generalizes to) a capacity to represent all six possible pairs of people without further instruction. A similar consideration applies to systematicity: where having the capacity for one such instance implies having the capacity for another (structurally-related) instance, via application of the same combinatorial process (Fodor and Pylyshyn, 1988; Aizawa, 2003).

A connectionist view, which eschews symbolic representations and processes, is that our ability to reason about the world is founded upon vector (coordinate) based representations and processes, realized as networks of neuron-inspired computational units (Rumelhart et al., 1986). A connectionist model employs vectorial representations—complex entities are modeled by corresponding vectors so that the semantic relationships between the constituent entities are reflected in the spatial (geometrical) relationships between the corresponding constituent representations—and functions that are compatible with the way such vectorial representations are constructed. In the linear case, where the computational units involve only linear functions, connectionist models can provide analogous accounts of productivity and systematicity via linear algebra (Smolensky, 1990). In the non-linear case, where units involve non-linear functions, productivity and systematicity, and other forms of generalization, obtain from judicious choices of learning methods and non-linear functions (see e.g., Hadley, 1994; Frank et al., 2009, among many others).

Although classical and connectionist approaches can demonstrate various generalization properties, they both fall short of an important theoretical challenge. That challenge is to explain why, not just how properties such as systematicity derive from the core principles of the theory. This challenge was the one originally raised against connectionist theories (Fodor and Pylyshyn, 1988), and later shown to be problematic for classical theories too (Aizawa, 2003). The essence of the problem is that the core principles admit systems that do and systems that do not exhibit systematicity. In both cases, the core theoretical claims do not derive the systematicity properties without tailoring auxiliary assumptions to fit the data whenever such properties are evident. Such assumptions are characteristically ad hoc in being unconnected to the core principles of the theory, motivated solely to fit the data, and cannot be confirmed independently of confirming the theory—accordingly, classical and connectionist theories fail to fully explain such properties (Aizawa, 2003).

To address this challenge, a category theory (Eilenberg and Mac Lane, 1945; Mac Lane, 1998) approach was proposed whereby systematicity properties derive from universal (categorical) constructions (Phillips and Wilson, 2010). For example, of the many possible ways of combining symbols or vectors to represent pairs there is only one way (see remark 8 in Appendix of the Supplementary Material) to combine them so that the constituents are uniquely accessible in every possible case, called the categorical product. Various scenarios for systematicity were explained in terms of appropriate universal constructions (see Phillips and Wilson, 2016b, for an overview). A summary of the systematicity challenge, which motivates the categorical theory approach is given in the last section of the Appendix (Supplementary Material).

An explanation for systematicity, however, raises to a wider question, Why do people fail to exhibit systematicity in some situations? In particular, failure to apply certain rules of inference (modus ponens and modus tollens) in the relevant situations at least calls into question the classical account of systematicity (van Gelder and Niklasson, 1994). Other forms of fallacious reasoning, such as the conjunction/disjunction fallacy (Tversky and Kahneman, 1983) and pseudo-transitive inference (Goodwin and Johnson-Laird, 2008), raise a similar challenge. A general framework within which such questions and challenges may be addressed is called dual-process (see Evans, 2003, for a review).

Dual-process accounts of cognition assume two modes of thinking, generically labeled Type 1 and Type 2, which are typically characterized as fast, reflexive, associative and relatively effortless—Type 1—vs. slow, reflective, rule-based and relatively effortful—Type 2 (Kahneman, 2011; Evans and Stanovich, 2013). The basic idea is that the two systems trade off complementary
properties so that, for example, under time pressure a faster Type 1 process may supersede a slower Type 2 process yielding an incorrect response (Kahneman, 2011; Evans and Stanovich, 2013)—the two types of processes trade the benefit of speed for the cost of accuracy.

Along similar lines, a trade-off was hypothesized in regard to systematicity: for the categorical account, lack of systematicity is due to the relative cost/benefit of constructing the appropriate universal morphism (Phillips et al., 2016). This hypothesis was tested in a stimulus-response learning experiment, where the maps to be learned were products of cue-target maps. The supposed trade-off involved learning a single (associative) route of $n^2$ mappings vs. a pair of routes (via a product-rule) of $2n$ mappings—increased memory vs. decreased attention. Two groups of participants were administered the task. The ascend group were trained and tested on four different cue-target maps in ascending order of map size (i.e., from three-by-three to six-by-six possible cue-target associations). This group showed generalization (correct responses) to novel stimuli in the testing set only when the number of cue-target pairs to be learned was large, indicating that they did not construct the universal morphism (product map) for small maps, even though there were sufficient training examples to induce the construction. The descend group were trained and tested in descending order of map size. This group showed generalization to the testing set at all sizes, indicating systematic induction of the product map. Together, these results support a cost/benefit explanation (Phillips et al., 2016).

The cost/benefit explanation, as it pertains to the experiment, raises two closely related questions: (1) what determines the choice of (associative vs. [product] rule-based) learning route, and (2) in the case of the rule-based learning route, how/why are universal morphisms systematically constructed? This paper is primarily concerned with the second question: under the assumption that participants are driven toward the rule-based route, how/why are universal morphisms constructed? We return to the broader question of how/why participants are driven to this learning route, i.e., the interaction between cost/benefit and the construction of universal morphisms in the Discussion. To the second question, then, the consistent (systematic) transition from no systematicity (no universal construction) to systematicity (universal construction) itself suggests another form of universal construction. These considerations, which constitute the starting point for the current work, lead naturally to another (closely related) branch of mathematics, called sheaf theory (Hartshorne, 1977; Mac Lane and Moerdijk, 1992), applied here as a basis for generalization.

The import of sheaf theory to cognitive science may seem obscure. So, a preview of the sheaf theory approach is provided in the remainder of this introduction before delving deeper into the conceptual details and cognitive applications (subsequent main text), and supporting formal theory (Appendix in Supplementary Material).

### 1.1. Preview: Generalization as Patching (Sheaving)

A capacity to generalize beyond the given instances connotes a property that is (re)constructed from local information. Conceptually, at least, this situation is akin to tracking the passage from a local to a global property, which is the purview of sheaf theory. This way of looking at generalization renders the essential ingredients (axioms) of sheaf theory as a formalization of some classical and connectionist concepts already introduced. In this light, the path from sheaf theory to cognition is less abstruse. Indeed, sheaf theory is where algebra meets geometry/topology. If one regards classical and connectionist approaches as complementary, which some researchers do (e.g., Holyoak and Hummel, 2000; Clark et al., 2008)—a language of thought (Fodor and Pylyshyn, 1988) on one hand and a geometry of thought (Gardenfors, 2000) on the other, then sheaf theory alludes to a natural integration of the two.

There are three fundamental aspects to sheaf theory that we will interpret in terms of cognitive representations and processes: (1) presheaf (sheaf), a basic element of sheaf theory, which we will regard as a (coherent) cognitive map or representation, (2) sheaving, the (universal) process of constructing a sheaf from a presheaf, which we will interpret as a form of systematic generalization, and (3) sheaf morphism, regarded here as a kind of inference, i.e., a cognitive process acting on a cognitive representation.

A sheaf is like a work of art, and sheaf operations are like the artistic process, in the following sense. To create a portrait, an artist applies paint to canvas. The canvas is a topological space and the paint is the data attached to that space. As a work in progress, there are unpainted regions on the canvas, or sections of the portrait that don’t quite match. In unfinished form, the portrait is a presheaf. Paint is added to the vacant regions, or laid over existing sections to obtain the finished form. This patching process is likened to sheaving, and the finished form to a sheaf. The finished portrait may be further altered, e.g., by changing tone to affect mood, thus creating a new portrait, and this process is likened to a sheaf morphism.

This artistic rendering of sheaves has analogs in classical and connectionist theory. The canvas is a representational space in which symbolic, or vectorial representations are constructed, combined (patched), or transformed. As we shall see, sheaf theory provides a formal basis for such processes and, in particular, generalization as the patching of local knowledge to obtain non-local (global) information. We present the basic sheaf theory and the sheaving construction considered as a “universal” basis for generalization (section 2). Then we examine sheaving in two cognitive domains (section 3): cue-target learning, involving the product of two cue-target maps, and visual search involving the integration of two visuospatial maps. In terms of sheaves, the first domain is a special case of the second domain. These results are discussed in the context of a previous (category theory) explanation for systematicity, vis-a-vis, categorical universal constructions, along with other cognitive domains where going beyond the data is apparent (section 4). Supporting technical material is provided in the Appendix (Supplementary Material).

### 2. SHEAVES AND SHEAVING

As previewed in the Introduction, sheaf theory concerns the passage from local to global properties, which we interpret as generalization in the context of cognition. This section
TABLE 1 | Corresponding set-relational database and category/sheaf theory concepts.

<table>
<thead>
<tr>
<th>Set theory</th>
<th>Relational database theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element, set</td>
<td>Column name, header</td>
</tr>
<tr>
<td>(assignment) function</td>
<td>(data) table</td>
</tr>
<tr>
<td>(higher-order) function</td>
<td>(table) transformation</td>
</tr>
<tr>
<td>optimal function</td>
<td>natural join, renormalization</td>
</tr>
</tbody>
</table>

### Category theory

- Object/morphism, category
- (contravariant) functor
- natural transformation
- universal morphism

### Sheaf theory

- Open set/inclusion, topology
- presheaf/sheaf
- presheaf/sheaf morphism
- pullback, sheaving

provides a conceptualization of the formal details. Although the presentation in this section is primarily intuitive, some notation is included to facilitate links to the formal theory. Sheaf theory is initially given in terms of sets and functions. However, a category theory view is particularly relevant here, because of our interest in universal constructions as an explanatory basis for systematicity (generalization). In short, there are two levels of universality: one at the level of sheaf, which is defined via a universal construction, and the other at the level of collection of sheaves that pertains to sheaving, which is another kind of universal construction. Accordingly, sheaving pertains to a kind of second-order systematicity (see Chomsky, 1980; Aizawa, 2003; Phillips and Wilson, 2016a), alluded to earlier. Moreover, a category theory approach affords wider applicability to domains involving more structure than just sets. A guide to formal concepts for the various theoretical views and their relationships is given in Table 1.

Conceptually, one can think of sheaving as a process of obtaining a coherent “map” or representation of a complex situation that is a sheaf. Hence, the state of affairs before having a sheaf is called a presheaf. Sheaving is a (universal) way of going from a presheaf to a sheaf. An immediately intuitive example is navigating a city using a street directory. Each page of the directory contains a map of a local area. To visit a distant part of town, pages mapping contiguous areas must be “glued” together along common landmarks to yield a map that includes both the current location and the destination. Gluing all such pages is akin to constructing a sheaf, and the construction process is akin to sheaving.

The street directory example is intended to bootstrap some basic intuitions about presheaves and sheaves. A presheaf, or a sheaf is an assignment of data (sets of elements) to (regions of) a topological space, where a sheaf is required to satisfy some additional coherence conditions. In the context of the street directory example, we have the following interpretation.

- **A presheaf** is an assignment of data to the open sets of the topological space. The assignment is given by a function that sends each open set to some set (definition 16 in Appendix of the Supplementary Material). The data in the current example are the markings that constitute the street map on each page of the directory. The assignment of data to the open sets is required to satisfy a certain restriction condition, which says that the data assigned to an open set $V \subseteq U$ is the data assigned to open set $U$ restricted to $V$ (definition 4 in Appendix of the Supplementary Material). For instance, this condition says that the markings on two adjacent pages treated as a single page restrict to the markings on the individual pages. For a presheaf, in general, the restrictions of data to the intersection of open sets need not agree. This situation occurs when, for example, the map for an urban area may contain more detailed information than the map for an adjacent nature reserve so that the two sets of landmarks shown for the overlapping area are not the same set.

- **A sheaf** is a presheaf such that the data for overlapping open sets is the same (definition 17 in Appendix of the Supplementary Material). There are two conditions for a presheaf to be a sheaf (definition 17 in Appendix of the Supplementary Material). The requirement that the data agree on overlaps is called the gluing condition; the requirement that the gluing be unique is called the locality condition, which essentially says that there is no ambiguity in the way local information is patched together.

- **Sheaving** (definition 18 in Appendix of the Supplementary Material) is a universal way (theorem 1 in Appendix of the Supplementary Material) of constructing the “best” possible sheaf from a given presheaf (example 9 in Appendix of the Supplementary Material).

The foregoing illustration, though intuitive, glosses over important details that may leave one questioning the motivation for a sheaf theory approach. Firstly, why are we concerned with the more abstract notion of topological space, rather than the more concrete notion of coordinate space used, for example, in connectionist models where the vectors take on real numbers? Secondly, how are data attached to a topological space? Thirdly, in what sense does sheaving return the “best” possible sheaf for a given presheaf? Each question is addressed in the next three sections, in turn.

### 2.1. A Topological View of Space

The street map example may leave one wondering about the need to work with a topological space. A topological approach is appropriate when there is no suitable notion of “distance,” between representations, as required by a metric space. The extra abstraction also affords a parsimonious treatment of symbolic and numeric (coordinate) representations, as both sets of symbols and sets of numbers can be given a topology.

To illustrate how symbols have a (topological) order without defining a distance measure, suppose we have a set of abstract symbols, $X = \{A, B, C\}$. A topology on $X$ is a collection $T$ of subsets of $X$ that, at least, includes the empty set, $\emptyset$, and $X$. These subsets are designated as the open sets of $T$ and indicate the relative proximity of the elements in $X$. For example, suppose...
\[ T = \{ \emptyset, \{ C \}, \{ B, C \}, \{ A, B, C \} \}. \] This topology is a specialization order topology corresponding to the order \( A \leq B \leq C \), which says that \( B \) is closer to \( C \) than \( A \).

Every set \( X \) can be given two extreme topologies (example 1 in \textit{Appendix} of the Supplementary Material), which have associated orders. One extreme is called the indiscrete topology, which contains just the empty set and \( X \). The other extreme is called the discrete topology, which contains every subset of \( X \). The (pre)order associated with the indiscrete topology on \( \{ A, B \} \) has the order relations \( A \leq B \) and \( B \leq A \), and the order associated with the discrete topology has just the order relations \( A \leq A \) and \( B \leq B \). Both can be interpreted as reflecting “minimal” information about the proximity of \( A \) and \( B \).

Open sets are fundamental to the topological notion of space and continuity. Not only do they indicate proximity, but also how the regions of space relate to each other via inclusion. If two regions are open sets, then their intersection and union are also open sets (regions) of that space. As we shall see, next, intersections pertain to gluing and unions pertain to coverage. We have already introduced the importance of gluing, the importance of coverage is similarly efficacious—we require as many pages as needed to cover all city regions. Likewise, a representational space should cover the things that need to be represented. The corresponding concept in topology is \textit{open cover} (definition 8 in \textit{Appendix} of the Supplementary Material).

Perhaps less obvious is the role of opens sets to the property of being continuous. A function between topological spaces is called continuous if the \textit{preimage} of an open set is an open set (definition 7 in \textit{Appendix} of the Supplementary Material)—a continuous transformation obtains closely related things from closely related things. Notice that this topological definition admits continuous functions over “discrete” symbols. Being continuous is a property of a function, not a space. Connectionist representations are sometimes regards as “continuous” and symbolic representations as “discrete.” However, this difference is more akin to the difference between countable vs. uncountable sets: e.g., the set of natural numbers vs. the set of real numbers.

### 2.2. A Relational View of Data

The foregoing conception of representational space lays the groundwork, as it were, for a parsimonious treatment of representation as data attached to a (topological) space. A crucial observation is that relational databases can be viewed as presheaves, or sheaves (Abramsky and Brandenburger, 2011) (Note that presheave/sheaves are more general constructions than relational tables, because every point/column, or combination of points/columns need not constitute an open set of the topology). A relational database table consists of a header, listing the names of each column of a table, and rows that contain the data for that table. A collection of tables constitutes a relational database, and the headers constitute the relational schema. In terms of sheaf theory, the schema corresponds to a topological space, where each header is an open set, and the rows of a table correspond to the data attached to an open set. Thus, a relational database corresponds to a presheaf, or a sheaf when the tables can be glued together to give another table that is also part of the database. The relational database operation that realizes gluing is called the \textit{natural join} (example 6 in \textit{Appendix} of the Supplementary Material). A natural join, described in detail next, combines two tables into a single table whose rows are just those constructed by combining (joining) the rows from each table that have the same value at the columns in common. When there are no columns with the same name, i.e., the intersection of the table headers is the empty set, the natural join reduces to the (Cartesian) product of the two tables. The next section illustrates this situation first, and the section that follows illustrates the case where the two tables have common columns. For reasons that will become clearer later, the second situation is called a constrained product. From a relational database view, sheaving involves constructing tables not already in the database by gluing together existing tables. This process is also described next, and applied to cognition in section 3.

#### 2.2.1. Gluing as a Product

To illustrate gluing as a product, suppose we are given a pair of objects (characters/letters) in the visual field of view. The knowledge that the pair of characters (G, A) differs from the pair (A, G) is captured by recognizing the relative locations of each object: e.g., the first character is located at the left position, and the second character is located at the right position. Suppose the pairs (G, E) and (K, A) were also presented on separate occasions. This information is recorded in a relational database table that has two columns, named Left and Right, and three rows containing the three pairs of characters at the corresponding positions. Each row corresponds to a character pair. In addition, there is a one-column table headed Left and a one-column table headed Right, recording the locations of each character individually. The location names and headers constitute a (discrete) topological space: (Location, Proximity), where Location = \{ Left, Right \} is the set of locations, and Proximity = \{ \emptyset, \{ Left \}, \{ Right \}, \{ Left, Right \} \} is the discrete topology on that set. This situation corresponds to a presheaf, where the rows are the data attached to the topological space, see \textit{Figure 1} (top row). (The data attached to the empty set is the singleton set \{ \ast \}, i.e., the one-element set containing an element whose name is unimportant. The corresponding table, not shown, is the table with the empty header and one row containing the unnamed element.) For instance, the pair (G, A) appears as a row of the two-column table, and the individual characters as rows of the corresponding one-column tables. From a sheaf theory perspective, the topological space provides the ground on which the data are attached. Accordingly, the tables are shown with the “header” at the foot of the table—footer.

Relational databases come equipped with operations for extracting information from tables. One basic operation is called \textit{projection}, which returns all the values at the named columns for all the rows of the specified table. For instance, the characters located at the left position are obtained by a projection onto the Left column of the two-column table (\textit{Figure 1}, upper left arrow), and likewise for the characters located at the right position (\textit{Figure 1}, upper right arrow). In sheaf theory terms, these projections are given by restrictions for the presheaf. Recall that a presheaf is an assignment of open sets to sets of elements that preserves inclusions as restrictions: for each inclusion in the
underlying topological space there is a corresponding restriction map. So, in this example, the restriction corresponding to the inclusion \([\text{Left}] \subseteq [\text{Left, Right}]\) is the projection onto the Left column; likewise, the restriction corresponding to \([\text{Right}] \subseteq [\text{Left, Right}]\) is the projection onto the Right column (The empty set is included in every open set, so the corresponding restrictions send every row to the only element in the singleton set).

This relational database specifies a presheaf, but not a sheaf, because the two-column table cannot be (re)constructed as the gluing (product) of the one-column tables. Specifically, the product of the one-column tables results in the row that is the pair \((K, E)\), which is not contained in the two-column table. To be a sheaf, the gluing condition essentially says that there must be a row in the two-column table that contains (restricts to) a given pair of rows from the one-column tables, which is not the case for the pair \((K, E)\). Thus, this presheaf is not a sheaf.

The sheaving process turns a presheaf into a sheaf by gluing along overlapping regions. In terms of relational database operators, gluing is the natural join. When the overlap is the empty set, gluing is essentially the product of tables. In this example, the product is all pairwise combinations of rows from the one-column tables. Hence, sheaving adds the \((K, E)\) pair to the two-column table. Thus, the updated relational database corresponds to a sheaf, see Figure 1 (bottom row). The sheaving construction is a map from the top row to the bottom row (Figure 1, left vertical arrow).

### 2.2.2. Gluing as a Constrained Product

The essential difference between gluing as a product and gluing as a constrained product is that the intersection of the underlying open sets, to which the data are attached, is not the empty set. This situation often occurs in relational databases, e.g., where personal information about employees is stored in one table and work-related information in another table, and taking the natural join on the common employee-identifier column links the two kinds of information.

Visual cognition can be considered analogously where object features (e.g., location, color, or shape) are stored in separate tables that can be joined to recover information about feature conjunctions to identify objects, e.g., that the displayed objects are red square and green triangle, not red triangle and green square. For this situation, suppose that objects are indexed by location, and color and shape information are recorded in separate two-column tables with headers \((\text{Location, Color})\) and \((\text{Location, Shape})\), respectively. Here, we have a set of feature dimensions, \(\text{Feature} = \{\text{Location, Colour, Shape}\}\), and a topology, \(\text{Bind} = \{\emptyset, \{\text{Location}\}, \{\text{Location, Colour}\}, \{\text{Location, Shape}\}, \text{Feature}\}\).

This topological space associates color and shape more closely to location than each other, which is interpreted as saying that color and shape feature maps are more basic than color-shape conjunction maps.

In this situation, sheaving recovers the binding of color and shape as the natural join of Location-Color and Location-Shape tables, which results in the Location-Color-Shape table corresponding to a color-shape conjunction map. A psychologically compatible interpretation of this situation is binding-by-location (Treisman, 1996). An example is shown in Figure 2. The natural join in this case is constrained to return only those rows that agree on location, not all combinations of rows, as in the previous example. Hence, this case is called a constrained product.

Note that for the presheaf shown in Figure 2, the empty box indicates that the data attached to the open set is the empty set. Hence, all restrictions from this set are empty maps.

### 2.3. A Category Theory View of Sheaves and Sheaving (Universality/Systematicity)

Up to this point, we have presented the basic ideas of sheaves and sheaving in terms of sets and functions. This approach is easier to grasp, but obscures the importance of universal construction and its role in an explanation for systematicity and
productivity. So, in this section, we present the category theory view of sheaves. The core concept that links sheaves, systematicity and generalization is **universal morphism** (definition 15 in Appendix of the Supplementary Material). This concept depends on the concepts of category (definition 9 in Appendix of the Supplementary Material) and **functor** (definition 13 in Appendix of the Supplementary Material), and is closely related to the concept of **natural transformation** (definition 14 in Appendix of the Supplementary Material). For a quick intuition, one can think of a category as a set with relations (morphisms) between its elements (objects), a functor as a function between categories that “preserves” those relations, and a natural transformation as a kind of higher-order function (i.e., a function that takes/returns a function, see remark 5 in Appendix of the Supplementary Material).

In the context of category theory, a topological space is a category with open sets for objects and inclusions for morphisms (example 2 in Appendix of the Supplementary Material). A presheaf (hence, a sheaf) is a functor from a topological space to the category set, which consists of sets for objects and functions for morphisms. This functor sends each open set to the data attached to that set, and each inclusion to the corresponding restriction. Since sheaves are functors, maps between sheaves are maps between functors, i.e., natural transformations. Thus, sheaving pertains to a particular universal natural transformation, i.e., a second-order universal morphism.

The category theory concept of universal morphism is central to an explanation of systematicity (Phillips and Wilson, 2010). Conceptually, a universal morphism is the “best” possible construction (definition 15 in Appendix of the Supplementary Material). We have already seen two examples: product and constrained product. In general, the categorical product of two objects A and B is the best possible way of constructing an object that affords the recovery of A and B. In the category set, the product is the Cartesian product $A \times B$ together with two functions (projections) that retrieve the first and second elements from each pair (example 2 in Appendix of the Supplementary Material). In regard to tables, the Cartesian product is just all pairwise combinations of rows from each table, which are retrieved by the (relational) projection operations. Similarly, the constrained product is a universal construction: the best possible way of combining two tables so that they agree on overlapping columns, which is just the natural join. The product is a special case of the constrained product in that the agreement is automatic. In category theory, the constrained product (natural join) is an instance of the universal construction, called **pullback** (definition 12 in Appendix of the Supplementary Material).

The relevance of these concepts to sheaves and sheaving is two-fold. Firstly, a presheaf must satisfy the gluing (and the locality) condition to be a sheaf. From a category theory perspective, the gluing condition is given by products (pullbacks). Thus, to be a sheaf, a presheaf must satisfy a certain universality condition. Secondly, sheaving also pertains to a universal morphism in the context of a category of presheaves and presheaf morphisms. In this sense, sheaving obtains the best possible sheaf for the given presheaf. We have already explained that systematicity results from universal constructions (Phillips and Wilson, 2010). Thus, sheaving is a universal form of generalization. Since the construction returns a sheaf, which itself is a form of universal construction, sheaving pertains to a kind of second-order systematicity.

### 3. GOING BEYOND THE DATA: SHEAVING IN COGNITION

The sheaf theory constructions just presented are applied to cognitive domains.

#### 3.1. Cue-Target Learning: Product

In this section, we show why generalization is afforded by sheaving for a task requiring participants to learn a set of cue-target mappings that is the product of two sets of cue-target mappings (Phillips et al., 2016). More details of the sheaf theory basis for generalization in this task are given in the “Cue-target (product) task: generalization as sheaving” section of the Appendix in Supplementary Material.

The task was to learn cue-target maps where the cues were pairs of characters and the targets were colored shapes, e.g., $(G, K) \mapsto (\text{red}, \text{square})$, $(G, P) \mapsto (\text{red}, \text{triangle})$, and so
on. In the product condition, the map was the product of a map from characters to colors and a map from characters to shapes, e.g., G \mapsto \text{red} and K \mapsto \text{square}, etc. The motivation for this task was to test the hypothesis that systematicity, or failure to exhibit systematicity is due to a cost/benefit trade-off: for a small number of mappings participants were expected to learn the training set without the overhead of inducing the universal (product) construction and thereby not demonstrate generalization to novel pairs (testing set); for a larger number of mappings, where the demand on learning each pair separately becomes excessive, participants were expected to induce the product construction and thereby demonstrate generalization (systematicity). Experimental results supported these predictions (Phillips et al., 2016).

The cue-target task investigated conditions that elicit universal constructions, hence systematicity. Here, we are interested in why such constructions are generated. According to the sheaf theory account, the relevant universal construction is a sheaf, which is obtained from another universal construction, sheaving. We have already shown how a product results from the sheaving process, in the previous section. Here, we show that the product map is a result of a sheaf morphism. From the relational database view of sheaves, a (pre)sheaf morphism is a map between relational databases. Sheaving as a basis for generalization is shown in Figure 3, where the sheaving constructions are the horizontal arrows, the presheaf morphism obtained from the training set is the left vertical arrow, and the sheaf morphism obtained from sheaving is the right vertical arrow, which affords generalization on the testing set. This arrangement is an instance of the commutative diagram (square) for a natural transformation (diagram 4 in Appendix of the Supplementary Material). Note that the morphism relating the test cues back to the training cues is given by the fact that sheaving involves an adjoint functor (see remark 16 in Appendix of the Supplementary Material). In psychological terms, participants recognize the importance of decomposing a pair of characters into their component characters: responses to novels pairs of characters can be determined by the responses to the individual characters as they appeared in other pairs during training.

The product task revealed that participants failed to exhibit systematicity for small maps even though the training set contained sufficient information to specify the underlying product and participants correctly learned the cue-target mappings for that set. From a sheaf theory perspective, this failure to demonstrate systematicity results from failure to identify the appropriate underlying topology. In this case, we regard the training set as a presheaf on an indiscrete topological space, in contrast to a discrete topological space. Recall, that an indiscrete topology on a set X consists of just the empty set and X as the open sets. A presheaf on an indiscrete topological space is trivially a sheaf: the gluing condition is automatically satisfied, because there is only one nonempty open set. Sheaving is just the identity transformation in this case, so no new rows are added to the table, hence participants do not go beyond the training data.

A psychological interpretation is that participants fail to recognize/represent the appropriate order relationship between the points of the space that correspond to the dimensions of the task, which impacts upon generalization. Recall (section 2.1) that a two-point space with the indiscrete topology corresponds to the preordered set: e.g., A \leq B and B \leq A, where A and B are the two points. The two points (dimensions) are equivalent, effectively regarded as a single point, hence sheaving has no effect in terms of generalization. By contrast, the discrete topology corresponds to the discrete ordered set: A \leq A and B \leq B, effectively regarding the two dimensions as independent, which affords generalization via sheaving. This difference can be interpreted as attentional load: spatial attention to stimuli as data attached to one vs. two locations.

Analysis of response data based on participant self-reports (Phillips et al., 2016) lends support to this interpretation. Upon completion of the experiment, participants were asked to report on how they performed the task. Participants were then divided into two groups indicating whether or not they were aware of the product structure of the mapping task. The aware group showed the same effects as observed in the original analysis. By contrast, the unaware group were not significantly above chance level performance in all conditions.

### 3.2. Visual Search: Constrained Product

In a visual search task, participants are required to locate an object, designated as the target of search, in a display also containing nontargets. Typically, the target is uniquely identifiable by one or more features, e.g., color, shape, or orientation. The time to locate the target as a function of the number of objects in the search field is called the search slope. Search slope is typically shallower when targets can be identified by a single feature than when targets are identifiable by a conjunction of two or more features, e.g., color and shape (see Wolfe, 2003, for a review). Such behavioral differences led to the well-known and influential Feature Integration Theory of visual attention (Treisman and Gelade, 1980; Treisman and Sato, 1990), see Humphreys (2016) for a recent review. Although search slope may not be indicative of feature (shallow) vs. conjunctive (steep) search (Wolfe, 1998), recordings of monkey cortical activity support a feature vs. conjunction mode of attention (Buschman and Miller, 2007).

There is an obvious cost/benefit trade-off associated with having a features-detection system on one hand and a conjunctive construction system on the other. Dedicated feature units afford rapid response, but a unit is needed for each possible feature; (re)constructing conjunctions of features with dynamically reconfigurable units (i.e., units that can represent more than one conjunction) requires fewer units, but more time to detection. This trade-off is analogous to a trade-off in relational database design in that large tables are typically (re)constructed from smaller tables to save space, as well as to maintain data integrity (Halpin, 1995), but at the expense of longer query times. Construction of feature conjunctions is formally a natural join (Phillips et al., 2012, Text S3), hence it involves a sheaving process.

There is also a systematicity property in regard to feature binding: if one has the capacity to bind say features red and square, and features green and triangle, then one also has the capacity to bind features red and triangle, and green and square,
regardless of whether one has seen that exact combination of features before. This property raises the familiar challenge of explaining why such a property exists: Why does having the capacity to bind, say, red with triangle and blue with square imply having the capacity to bind red with square and blue with triangle, assuming the capacity to recognize red, blue, triangle and square? The sheaf theory explanation is that systematicity of conjunctive features follows from a categorical universal construction, sheaving, which involves the natural join of feature maps, as explained in section 2.2.2. The universal morphism explanation for the systematicity of binding as a constrained product parallels the universal morphism explanation for cue-target pairs as products given in the previous section: the conditions for being a universal morphism (pullback) imply just those combinations.

Sheaving comports with the primacy of location-based feature maps (Riesenhuber and Poggio, 2004). In terms of the underlying topological space, the color and shape feature dimensions are closer to the location dimension than the color and shape dimensions are to each other. Accordingly, color-location and shape-location information are computed before color-shape-location information, which is typically expressed as faster response times (shallower search slopes) for feature than conjunction search (Treisman and Gelade, 1980; Wolfe, 2003).

The importance of the topology is reflected in the implications for binding. Dimensions are typically regarded as orthogonal and independent (as in the cue-target example of the previous section), which corresponds to a discrete topology. However, the discrete topology generates all possible conjunctions of features, not just those bindings present in the field of view.

Note that for ease of exposition, location is identified by a label/symbol for the example shown in Figure 2. However, location can also be modeled as a topological space, e.g., the product of topological spaces modeling the horizontal and vertical axes of two-dimensional display screen. Indeed, a parsimonious treatment of symbolic and spatial forms was one of the motivations for taking a sheaf theory approach, as foreshadowed in the Introduction.

In this example, we concerned ourselves with just the construction of representations for conjunctions of features, not with the process of searching for the target given those representations. A category theory approach to visual search
has been discussed elsewhere (Phillips and Takeda, 2017). The theory employed there introduces another form of pullback, involving a change of base, that is beyond the scope of our current concern. Also, we have not considered the learning/development of conjunction search: e.g., young children are less efficient at conjunction search than older children and adults (Merrill and Lookadoo, 2004). Here and in the previous example, we concerned ourselves with representations and processes that pertain to a single topological space. More general situations that require changing the topological space are discussed in the next section.

4. DISCUSSION

Our main purpose in this paper has been to (re)conceptualize generalization as sheaving: a process of “putting two and two together to make five,” so to speak. In the service of understanding cognition, sheaf theory appears to be a relatively unexplored area of mathematics—see, e.g., Goguen (1992) and Malcolm (2009) for applications to the related area of distributed systems, and Goguen (2018) for a discussion in regard to information integration. In this section, we discuss the prospects of a sheaf theory approach to learning and generalization, generally.

From a sheaf theory perspective, going beyond the data is about patching (or, gluing) local information to obtain new knowledge. The core property that affords sheaving is the ability to form the product of pieces of local knowledge constrained by their common source. So, by this account, sheaving should be evident in other cognitive abilities where products play a key role. Cognitive abilities such as matrix reasoning and transitive inference come to mind. A matrix reasoning task typically consists of a matrix of items (e.g., colored shapes) with the goal of identifying the item that goes in the empty cell location (e.g., Raven’s Progressive Matrices Raven et al., 1998). For a relatively simple example, suppose that the rows are identified with colors: red, green and blue, and the columns are identified with shapes: circle, triangle and square, in those orders. The target that goes in the cell located at the third row and column is a blue square. This situation is similar to the cue-target learning task in section 3.1, as both involve a product of two dimensions. The topology consists of the two dimensions as open sets, and sheaving obtains the target by the product of the shape and color features attached to their respective dimensions.

More complex examples of matrix reasoning involve relations between the items within rows or columns. Models have been developed to account for simple and complex forms of matrix reasoning (Carpenter et al., 1990; Lovett et al., 2010). From our viewpoint, these situations involve data that have more internal structure than sets. The category theory approach to sheaves extends naturally to such cases as functors from a topological space to some other kind of category that has products, e.g., a category whose objects are groups, or rings (i.e., sets with one, or two internal operations). A challenge for the sheaf theory approach is to model both simple and complex forms of matrix reasoning.

Another cognitive ability pertaining to constrained products is transitive inference. Transitive inference has the form, if A is R-related to B and B is R-related to C, then A is R-related to C, where the relation R has the transitivity property. For example, if John is shorter than Mary and Mary is shorter than Tom, then John is shorter than Tom. In this situation, the premises are given by the order topology: $P = \{\emptyset, \{P_2\}, \{P_1, P_2\}\}$ and $Q = \{\emptyset, \{Q_2\}, \{Q_1, Q_2\}\}$, where P and Q are the order topologies for the premises John is shorter than Mary and Mary is shorter than Tom, respectively. A capacity for transitive inference is regarded as crucially depending on an ability to integrate the premises into an ordered triple (Maybery et al., 1986; Andrews and Halford, 1998). In topological terms, integration corresponds to attaching data to a topology that encodes the three-term order, e.g., $T = \{\emptyset, \{T_3\}, \{T_2, T_3\}, \{T_1, T_2, T_3\}\}$. Modeling this situation requires methods for changing the topological space. Here, category theory is again useful as there are two functors for changing the topology of a sheaf (presheaf): the direct image functor and the inverse image functor (Hartshorne, 1977; Mac Lane and Moerdijk, 1992). Another challenge, then, is to model various aspects of transitive inference, including pseudo-transitive inference (Goodwin and Johnson-Laird, 2008), where the elements of the premises are locally, but not globally ordered.

A sheaf theory approach may also have something to say about the development of transitive inference and other reasoning tasks in terms of the development of the underlying topological space. Young children (below about 5 years of age) repeatedly have been shown to lack a capacity for transitive inference and a range of other reasoning tasks (Halford, 1984; Andrews and Halford, 1998, 2002). Some have argued that such capacities turn on the development of relational information processes (Halford et al., 1998, 2014; Penn et al., 2008), which has also been given a category theory account (Phillips et al., 2009). The category theory perspective attributed the difference to a capacity for products, including constrained products (pullbacks). We have already seen how these constructions are related to presheaves and sheaves, and the underlying topology. The sheaf theory approach presented here provides another related perspective on the development and evolution of intelligence, i.e., as a capacity to represent space. In particular, we noted that every set has two extreme topologies: indiscrete and discrete. For the collection of topological spaces on a given set, the indiscrete and discrete spaces are, respectively, the coarsest and finest topologies that can be given for that set, which are themselves instances of particular universal constructions. The relative coarseness/fineness of the underlying space alludes to developing progressively coarser/finer capacity to make spatial distinctions. For example, young children represent changes in shape differently than adults (Abecassis et al., 2001). The progression from holistic to category (class) based processes has been modeled computationally as learning/development via “intersection discovery” (Doumas and Hummel, 2010), by a symbolic connectionist model (DORA; Doumas et al., 2008). In our sheaf theory view, intersection discovery connotes development of a topological space.

The process of intersection discovery in DORA raises the possibility of developing a neural semantics for our category/sheaf theoretic approach to systematicity and generalization, as the pullback is a kind of intersection: in
the category of sets and inclusions the pullback is just set intersection; in the category of sets and functions the pullback is the set of points that intersect (agree) on their images. DORA uses the role-filler binding method of the LISA model (Hummel and Holyoak, 2003) to induce relational representations via the interaction between proposition units representing relations, role-filler units representing the binding of values to relational roles, and feature units representing features of the related fillers (values)—role-filler units that coactivate the same feature units tend to be bound together by units representing a common relation. Conceptually, this arrangement is akin to a pullback of functions \( f : A \to C \) and \( g : B \to C \), where the feature units correspond to the constraining object \( C \), the interaction between role-filler and feature units to \( f \) and \( g \), and the pullback object \( A \times_C B \) to the units representing the relation. The dynamics of the DORA model are more complex than projections. So, the extent of a formal connection is not yet known. Developing a neural model for the theory would provide a basis for cost in terms of the neural resources needed to realize a universal construction.

Whether similar considerations apply to the development of conjunction search is a topic for future work. A capacity to represent conjunctions is just one aspect of visual attention, and there are multiple possible reasons for a change in search efficiency with age (see Merrill and Lookadoo, 2004, for a discussion). Here, we simply note that the pullback of two morphisms \( f : A \to C \) and \( g : B \to C \), where the feature units correspond to the constraining object \( C \), the interaction between role-filler and feature units to \( f \) and \( g \), and the pullback object \( A \times_C B \) to the units representing the relation. The dynamics of the DORA model are more complex than projections. So, the extent of a formal connection is not yet known. Developing a neural model for the theory would provide a basis for cost in terms of the neural resources needed to realize a universal construction.

Other potential applications are probability judgements that violate classical probability laws, e.g., conjunction fallacy (Tversky and Kahneman, 1983). In this situation, people judge the conjunction of two events \( A \) and \( B \) as more likely than either event \( A \) or event \( B \): e.g., \( P(A \land B) \geq P(A) \), which violates the classical probability law, \( P(A \land B) \leq P(A) \). Quantum probability theory was introduced to explain such fallacies (see Busemeyer and Bruza, 2012, for an overview of theory and example applications). An important feature of this theory is contextuality where the act of measuring affects the outcome. The conditions for having quantum-like contextuality effects are closely related to the conditions for being a presheaf, but not a sheaf (Abramsky and Brandenburger, 2011). In these situations, the points of the topological space are measures and the values (data attached to the space) our outcomes, or outcome probabilities. The close connection between presheaves/sheaves and contextuality suggests that sheaf theory can also be applied to address contextuality effects in cognition.

Presheaves involve three kinds of morphisms, in addition to inclusions and restrictions: (1) morphisms from the topological space to the data, i.e., presheaves/sheaves, (2) morphisms between presheaves, i.e., presheaf morphisms, and (3) morphisms from sheaves on one topological space to sheaves on another topological space. We have primarily concerned ourselves with the second kind, in the form of sheaving, with regard to the generalization aspect of learning. However, for a more complete picture, we also need to consider how the first and third kinds of morphism pertain to other aspects of learning.

The first kind of morphism is important with regard to training and the partial state of knowledge acquisition. In particular, one difficulty with a category theory approach to cognition is how to model partial knowledge (Navarrete and Dartnell, 2017). With sheaf theory, partial knowledge can be related to the data attached to open sets and their restrictions. For example, the presheaf in Figure 2 has the empty set as the data attached to the open set, Feature, hence the associated restriction maps are empty maps. This situation reflects a temporary state of having partial (no) knowledge about, or representation of color-shape binding. In the context of learning, partial acquisition of knowledge can be modeled as a subset of the sections (rows) attached to an open set. How data get attached to open sets as a result of learning is a topic of future work.

The third kind of morphism is important in regard to explaining the transition from non-systematicity to systematicity. As mentioned in section 2.2.1, failure to generalize for small tasks can be attributed to having an indiscrete topological space. However, this account raises the question of why/how participants recognize the need to (re)represent space as a discrete topology to afford generalization. The cost/benefit hypothesis (Phillips et al., 2016) may help here, because the discrete topology (generally) contains more open sets than the indiscrete topology on the same set, hence requires more resources to represent. How cost/benefit interacts with learning in a sheaf theory setting is also a topic for further research.

Throughout this paper, we have focussed only on interpreting the gluing condition for a sheaf as a formal basis for the ability to go beyond the data. However, a presheaf must also satisfy the locality condition to be a sheaf. The locality condition says that gluings must be unique. Sheaving in this situation essentially identifies the alternatives as being the “same” data up to an equivalence. A detailed exposition will take us too far afield, however, this situation is like treating different instances of an object as the same object up to some equivalence relation. This situation typically does not arise in a relational database, because the relational database schema is essentially treated as a discrete topological space, in which case all rows must be unique, i.e., the locality condition is automatically satisfied. In a cognitive context, the locality condition may also have interpretations in terms of treating two distinct entities as the same thing: generalization on the basis of object class, rather than object instance.

Some authors have argued that the architecture of cognition (i.e., the basic processes and ways of combining such processes to afford cognition) is a “kludge” of disparate abilities that are somehow patched together to give the illusion of a well-organized system (Clark, 1987; Marcus, 2008). Be that as it may, viewing cognitive architecture as a hodgepodge of subsystems begs the question of why the system does actually work coherently, for the most part. The sheaf theory view presented here says that patching is a universal construction: an optimal solution to reconciling differences between subsystems put together as a kludge.
A sheaf can be likened to a kind of analogy in that the relations (inclusions) in the source domain (topological space) are mapped to relations (restrictions) in the target domain (data attached to the space), cf. structure mapping theory (Gentner, 1983). Category theory has been used as a basis for children’s difficulty with understanding and exploiting the common relations in a reasoning problem (Halkof and Wilson, 1980), and as an approach to analogy (Navarrete and Dartnell, 2017). However, a sheaf is a contravariant functor: the directions of arrows in the source are reversed in the target, which may strike some people as puzzling, given that analogy is typically conceptualized as a covariant mapping: the directions of arrows in the source and target are the same. One can conceptualize the role of contravariance in sheaf theory as persistence. Topological spaces can be built up by taking intersections and unions of the open sets in a basis set. Inclusions order open sets by size from small to large. A global property can be regarded as a property that persists over all the open sets—a property that is systematic as opposed to idiosyncratic (specific) to just some open sets—as we zoom in on smaller regions of space.

An important topic for further work is to explain how the cost/benefit proposal is supposed to interact with the construction of universal morphisms, as mentioned in the Introduction. An apparently straightforward approach would be to assign a cost to the alternative routes (see Phillips and Wilson, 2016b, for a discussion). However, this approach requires independent justification for the costs assigned, lest the cost/benefit principle becomes another ad hoc assumption, i.e., an assumption motivated solely to fit the data (Aizawa, 2003). Independent motivation may come in the form of empirical measures of the cost of each supposed alternative. For such purposes, a split-screen paradigm was developed to examine cost in the context of feature vs. conjunction visual search (Phillips et al., 2017). In this paradigm, participants could search for the target object in either the left or right visual field, which corresponded to feature or conjunction search. Search time when only one field was presented provided independent measures of the baseline costs of feature and conjunction search, which were then used to assess whether participants chose the alternative of least cost when both alternatives were presented at the same time. Analysis indicated that the choice of search field depended not only on the relative costs of the alternatives, but also on the cost of that assessment (Phillips et al., 2017). In this way, a categorical account of least cost may provide a principled explanation for the interaction between cost/benefit and universal construction, and its implications for systematicity and generalization.

Going beyond the data is a ubiquitous cognitive capacity in need of a theoretical explanation to motivate modeling as more than just an exercise in data fitting. The theoretical picture painted here is a view beyond local perception of the world. This sheaf theory approach formalizes our propensity to connect the dots. After all, that’s what people do.
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Children with speech sound disorders (SSDs) exhibit marked weakness with accurate production of age-appropriate speech sounds (Lewis et al., 2006). For some of these children, the etiology of the SSD is clear (e.g., cleft palate, a genetic syndrome, or hearing loss). For others, the cause of their aberrant speech development is unknown; this type of SSD is “functional.” Functional SSDs may eventually remediate after a course of treatment, but may also persist into adolescence or event adulthood (Felsenfeld et al., 1994). Regardless of the outcome, the underlying construct that contributes to this disorder remains elusive. The extant literature is comprised of two primary categorical constructs used to explain functional speech sound disorders: language-based deficits and motor-based deficits. Undeniably, all speech productions are both linguistic (speech sounds, meanings of words, syntax of context, etc.) and motoric (the muscle movement of the speech articulators—lips, tongue, jaw, soft palate, etc.) in nature. However, there are certainly competing theories that suggest language (Raitano et al., 2004; Sutherland and Gillon, 2005; Lewis et al., 2006; Preston and Edwards, 2007; Anthony et al., 2011) or motor (Webster et al., 2005; Newmeyer et al., 2007; Peter and Stoel-Gammon, 2008; Visscher et al., 2010; Redle et al., 2015) to be the predominant causal mechanism for persistent deficits in speech production abilities. I argue that the relation between motoric and linguistic ability is likely complimentary, rather than starkly categorical.

Although on some levels, the distinction between these two constructs may seem trivial, it is clinically prudent to consider. Presently, many school districts across the country deny services to children who have “just” articulation (i.e., motor-based) impairments. Interestingly, even children with “just” an articulation impairment have been reported to experience academic difficulties, even once the child has remediated the speech production error (Raitano et al., 2004; Farquharson, 2012, 2015). Specifically, difficulties with reading, spelling, and phonological awareness persist often throughout schooling. Studies have supported that adults with a history of speech sound disorders have more often repeated a grade in school than adults with no history. Interestingly, some children with SSD who have spelling difficulties exhibit similar error patterns within their spelling as they do in their speech (e.g., substitution of a particular phoneme, such that a word like “rain” may be spelled “wain”). Such reports would suggest that speech sound disorders are not strictly motoric in nature. However, as a field, we remain unclear on the extent to which motoric deficits contribute to SSDs and the relationship between language ability and motoric ability. That is, although the speech articulators are not independently achieving correct placement for age-appropriate speech sounds, it is often the case that the child is able to correctly move the articulators, but does not do so in connected speech. Some research indicates that this discrepancy is related to phonological representations, or the process by which linguistic/phonological information is stored within memory.

Phonological representations may be difficult to access for children with speech sound disorders due to underlying linguistic or cognitive deficits (Larrivee and Catts, 1999; Sutherland and Gillon, 2005; Farquharson, 2012, 2015). The development of phonological representations...
requires specification of phonological details as well as organization of the segments of a word (Swan and Goswami, 1997). For children who have phonological weaknesses, such as those with speech sound disorders and/or dyslexia these representations do not develop properly. As a result, activities that require repeated access to these representations—reading, speaking, spelling—are difficult or impossible (Sutherland and Gillon, 2005; Preston and Edwards, 2007). Phonological forms that are more complex, have more syllables, or are less familiar will be particularly difficult. This is educationally relevant because children encounter substantial amounts of new vocabulary as they progress through school. For children with speech sound disorders, their ability to access, store, and use those words is circumscribed by their phonological deficits. However, there is a separate body of work that has provided substantial evidence that children with speech sound disorders exhibit motoric weaknesses.

Motor ability has been measured in children with speech sound disorders and has examined oral motor, fine motor, and gross motor abilities. For instance, Peter and Stoel-Gammon reported central timing deficits in children with SSD, as evidenced by weaknesses in non-word repetition, clapping imitation, and paced tapping. However, in that study, the researchers examined language skills but did not report them or use them for covariates in analyses. As such, the contribution of language, especially to non-word repetition skills, is not considered. Recently, Redle et al. (2015) reported neuroimaging and behavioral data examining the motoric abilities of children with SSDs. Their results revealed that children with SSDs exhibited weaker oral and fine motor skills compared to typically developing peers. Similar to other investigations of children with SSDs (Farquharson, 2012, 2015), Redle and colleagues found that persistent SSD group performed within the average range for language and cognitive skills, but still significantly differ from their peers. This was strong evidence to support a motoric deficit in children with an otherwise functional SSD. One caveat to this study is that the researchers gathered information regarding the children’s classroom performance via parent survey. It would be interesting to gather these data directly from the classroom teacher and examine how the child is truly performing academically. It remains unclear how these “subclinical” linguistic and cognitive deficits interact with the motoric weaknesses.

In my opinion, it is very likely that language and motor have an intricate relationship in terms of speech production. For instance, a young child who exhibits difficulty with speech sound production due to motor-based deficits may eventually persist with the speech sound production errors as a result of eventual language deficits. That is, the motor deficits may have “snow-balled” into language deficits after repeated incorrect production of meaningful linguistic units. Over time, those incorrect productions may result in incorrect phonological representations—this causes difficulties with language and literacy-based skills. Certainly, this particular scenario needs empirical support. However, from my perspective, this seems to be a logical and plausible explanation of the relation between language and motor for children with speech sound disorders.

Collectively, research supports that children with SSDs perform below their typically developing peers on measures requiring linguistic and motoric output. Thus, it is possible that the contributions of motor and language to speech production are not disparate, but are dynamically complimentary (see Nip et al., 2009; Iverson, 2010, for reviews). To date, there is not one comprehensive investigation of both of these constructs within the same population of children with SSDs. Such a study would substantiate the relationship between language and motor and potentially ascertain the direction of said relationship.

In conclusion, it is evident that future work is necessary to better conceptualize the underlying mechanisms related to speech sound disorders—theoretical or otherwise. Such work will help to improve the quality of both assessment and treatment of this population of children. Further, it is hoped that this line of work will provide policy-makers and administrators with the evidence necessary to make appropriate decisions regarding service provision. It is unjust to regard any form of communication impairment as “just” a deficit that a child should deal with for life.
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Visualizing Similarity of Appearance by Arrangement of Cards
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This study proposes a novel method to extract the configuration of the psychological space by directly measuring subjects’ similarity rating without computational work. Although multidimensional scaling (MDS) is well-known as a conventional method for extracting the psychological space, the method requires many pairwise evaluations. The times taken for evaluations increase in proportion to the square of the number of objects in MDS. The proposed method asks subjects to arrange cards on a poster sheet according to the degree of similarity of the objects. To compare the performance of the proposed method with the conventional one, we developed similarity maps of typefaces through the proposed method and through non-metric MDS. We calculated the trace correlation coefficient among all combinations of the configuration for both methods to evaluate the degree of similarity in the obtained configurations. The threshold value of trace correlation coefficient for statistically discriminating similar configuration was decided based on random data. The ratio of the trace correlation coefficient exceeding the threshold value was 62.0% so that the configurations of the typefaces obtained by the proposed method closely resembled those obtained by non-metric MDS. The required duration for the proposed method was approximately one third of the non-metric MDS’s duration. In addition, all distances between objects in all the data for both methods were calculated. The frequency for the short distance in the proposed method was lower than that of the non-metric MDS so that a relatively small difference was likely to be emphasized among objects in the configuration by the proposed method. The card arrangement method we here propose, thus serves as a easier and time-saving tool to obtain psychological structures in the fields related to similarity of appearance.

Keywords: similarity, appearance, multidimensional scaling, typeface, visualization

INTRODUCTION

Studies in psychology and cognitive science have attempted to structure the similarities among objects. Visualization of psychological structure has been intensively studied in the research field. The methods for visualization have been applied in practical-oriented study. For instance, Holleran (1992) visualized the relationship of similarity among 52 fonts as a map to extract common factors of fonts that people preferred. Chen (2009) also established a visualized map concerning 74 registered design patents for cars for the purpose of planning design strategies.
The geometrical approach has been employed to visualize the psychological structure. The geometric approach assumes that similarity or dissimilarity between the objects corresponds to the metric distances between the objects. Multidimensional scaling (MDS) is one of the geometric model approaches and has been commonly used for analyzing data, testing structural hypotheses, and exploring psychological structure in various field (e.g., Guttman, 1968; Borg and Groenen, 2005). Similarities between a pair of objects are transformed into a distance in a certain low-dimensional space and the objects are mapped into the space so as to satisfy each object's distance as best as possible. In general, the number of space dimensions is to be determined based on the fitting value, Stress, which expresses the errors between the similarity data and the distance (Kruskal, 1964a). The dimension can be selected so as to decrease the stress value.

This graphical display by MDS enables us to visually understand data structure even if there is no strong hypothesis that predicts patterns of data. For instance of analyzing data, Borg and Groenen (2005) provided a two-dimensional MDS representation regarding the correlations of crime rates over 50 U.S. states. Although it was difficult to understand the relationship behind the crime data without the MDS, it turned out that the crime data could be categorized by several items. That is, the horizontal axis and the vertical axis of the MDS representation can be interpreted as “violence vs. property” crimes and “hidden vs. street” crimes, respectively. The meaning of these axes is not obtained by MDS so we need to find rules of interpretation for describing MDS configurations by using additional knowledge.

Another object of MDS is testing structural hypotheses. For example, Levy (1983) categorized 18 types of attitudes toward political protest acts and confirmed that experimental results can reflect this organizational principle by using MDS. In this case, a three-dimensional MDS configuration was needed to explain the organizational principle appropriately.

MDS also enables us to discover the psychological structure that underlies similarity judgment. For instance, Wish (1971) collected similarity data among 12 nations from subjects and obtained the two-dimensional MDS configuration. The first axis of the two-dimensional map was interpreted as “pro-Western and pro-Communist” and the second axis as “economically developed and under-developed.”

When we explore the psychological structure of a subject by MDS, the direct method is often used for collecting similarity data. Asking subjects to evaluate a numerical value for each pair of objects, such as for the 9-point scale, is one of the ways to collect similarity data directly. Using numerical value as similarity data may cause possible problems in the psychological field, because the value of the subjects’ psychological distance is not interval scale but ordinal scale. To resolve this problem, non-metric MDS has been introduced to use rank orders for similarity among objects to construct the object’s configuration (e.g., Kruskal, 1964a,b). There are several procedures to collect order of similarity (Borg and Groenen, 2005). One is to ask subjects to sort cards from the highest similarity pair to the lowest one. Another method is asking subjects to classify the pairs of objects into two groups according to similarity. The pairs in each group are again classified into two groups in the same way. This procedure is repetitively performed until the subject thinks that it is no longer possible to find any differences in similarity among any pairs in the group. These methods are sometimes too time-consuming and demanding.

Although MDS is a useful tool as noted above, there are some problems in MDS techniques for exploring psychological structure within the realms of experimentation. Firstly, the subjects cannot assign meaning to MDS space. This makes it harder to understand one’s psychological structure by translating the meaning of axes into a language, when there is no hypothesis or previous knowledge.

Secondly, when we try to obtain all combinations of similarity data between several objects, the subjects need to make a decision \( n(n - 1)/2 \) times, where \( n \) is the number of the objects. If we take the subjects’ workload into consideration, the number of objects should be limited to a relatively small number.

Thirdly, when the number of objects increases, it becomes difficult to find a solution for meeting the relationship between each similarity data and each distance on MDS space. In other words, the higher the number of objects is, the higher the stress value is (Spence and Ogilvie, 1973).

This study proposes a novel method to obtain the configuration of the psychological space of similarity data by experimental results without computational work. The proposed method asks subjects to arrange cards with stimuli on a poster sheet according to the degree of similarity between the cards, hereafter referred to as “card arrangement method.”

We expected that the configurations of MDS and the card arrangement method would be equivalent, because the configuration obtained by the card arrangement method should be reflected by the subjects’ psychological space in the same way as by MDS. We also expected that this proposed method would enable us to obtain the configuration of psychological space in a shorter time than MDS, because subjects can arrange the cards while seeing, comparing, and moving all of the cards simultaneously.

In this study, we applied the card arrangement method and non-metric MDS, hereafter referred to as “nMDS,” to classify typefaces in order to clarify the common points and differences between the two configurations obtained by these methods and the advantage of the card arrangement method over MDS, including nMDS. We confirmed that each configuration of the card arrangement was approximately the same as that of nMDS. We found that the subjects exaggerated small differences between objects in the card arrangement method, which became a point of difference between the two methods. We also found that the experiment time of the card arrangement method was shorter than that of nMDS.

**MATERIALS AND METHODS**

**Ethics Statement**

Our experiments were preapproved by the Ethics Committee of Kyushu University and informed written consent was obtained from each subject prior to testing.
Subjects
Twenty volunteers participated in this experiment. They were divided into two groups comprising of ten subjects for each group, which were involved in two different experiments; namely, two conditions were employed according to a between-subjects design. The subjects were undergraduate students without expertise in the field of typeface design. They consisted of 12 males and 8 females, and their mean age was 21.05 (Min = 19, Max = 22, and SD = 0.86). All subjects were unaware of the exact purpose of this experiment and had normal or corrected to normal vision.

Stimuli
We chose 10 typefaces from among the roman type, the sans-serif type, and the slab-serif type, which can be easily obtained because they are installed in Mac OS X by default. (i) Garamond, (ii) Baskerville, (iii) Bell MT, and (iv) Didot fall into the roman type; (v) Futura, (vi) Gill Sans, (vii) Helvetica, and (viii) Optima fall into the sans-serif type; and (ix) Rockwell and (x) Playbill fall into the slab-serif type.

For the card arrangement method, we prepared 10 cards that each contained all lowercase and uppercase letters in alphabetical order (from “a” to “z” and from “A” to “Z”) and Arabic numerals (from “0” to “9”), as shown in Figure 1B. The cards were produced by PowerPoint (Microsoft). The colors of the cards and characters were white and black, respectively. The cards were rectangular in shape, measuring 5 cm in length by 15 cm in width, and each card weighed less than 1 g. The typeface size of the letters was 22 points, except for Playbill. Since height-to-width ratio of Playbill is much higher than the others, we assigned 40 points for Playbill to equalize the size of the typefaces in appearance. In order to have the subjects practice on the card arrangement method, six square-shaped cards were also prepared, measuring 15 cm in length by 15 cm in width. The six cards showed different shapes of a refrigerator; for example, one of the figures showed a two-door type refrigerator while another showed a three-door type.

For nMDS, we prepared 45 papers that each contained a different pair of typefaces. The papers were A-4 size and contained the same letters and numerals of the same size as those in the card arrangement method.

Apparatus
For the card arrangement method, we prepared a white poster sheet of 100 cm square, with a 5 cm black grid onto which subjects were to place the cards (Figure 1A). We also prepared a digital camera (Power Shot SX 40, Canon) and a tripod stand to record the placement of the cards on the poster sheet. Furthermore, a desk of a certain size was prepared onto which the poster, digital camera, and tripod stand were to be placed. For nMDS, we prepared a desk onto which 45 cards could be placed. Both experiments were conducted in different rooms simultaneously, and each room had a luminance of around 400 lux.

Procedure
For a practice on the card arrangement method, ten subjects were asked to place six cards with different refrigerators onto...
the sheet. The subjects were given instructions on how to adjust the position of those cards with similar refrigerators to a smaller distance. We wrote down the sentences “Being similar is arranged close-by” and “Being dissimilar is arranged farther away” on the white board to avoid confusion for the subjects. The subjects were also asked to use the entire space of the sheet and to match the corners of the cards to the corners of the grid. Even though the subjects assigned meaning to two axes of a two-dimensional space once, they were allowed to change the meaning of these two axes during the experiment. After the practice was completed, the ten subjects were asked to place the 10 cards with different typefaces in the same way as described above (Figures 1A–C). After arrangement of the cards, we took photos of the placements of the cards, checked the identification mark in the upper-right corner of the cards to identify them, recorded coordinates of the cards, calculated the Euclidean distances between each card as arranged on the sheet, and then considered the obtained distances as similarity data.

For nMDS, the other ten subjects ranked the 45 papers containing pairs of typefaces in order of similarity (Figure 1D). We collected a matrix of ordinal similarity data from the results. The nMDS configuration was obtained from the matrix based on Sammon’s Non-Linear Mapping (Sammon, 1969).

Both experiments were carried out once for each of the subjects. Both the card placement in our proposed method and the evaluation of similarity in nMDS were continued until the subjects decided to finalize the process, so there was no time pressure in each condition. The subjects in both experiments were instructed to do the task as much as they like until they are fully satisfied.

The subjects evaluated their level of fatigue for the task and their satisfaction with the obtained configuration by providing ratings on two 5-point scales (1: not tired at all or not satisfied at all, 5: very tired or very satisfied). We also recorded the total time duration of the task.

Quantification of Similarity between Configurations

We used a trace correlation coefficient (Hooper, 1959) to compare the configurations of the card arrangements with nMDS. Trace correlation coefficient takes a value between 0 and 1. The closer to 1 the value is, the more similar the pattern between two configurations is. Consider the matrix of configuration $X = [x_1, x_2, \ldots, x_n]$, where column vector $x_i$ is the Cartesian coordinate produced by $[i]$th stimuli. Let $X^{(1)}$ be the configuration obtained by the $[i]$th subjects. The trace correlation coefficient between two of the configurations, $X^{(1)}$ and $X^{(2)}$, is defined as

$$\alpha \left( X^{(1)}, X^{(2)} \right) = \sqrt{\frac{\rho_1^2 + \rho_2^2}{2}},$$

where $\rho_i$ is the $[i]$th canonical correlation coefficient between $X^{(1)}$ and $X^{(2)}$. The value of trace correlation coefficient is invariant under the affine transformation of $X$. This property guarantees the same value of trace correlation coefficient can be obtained even if the configurations are rotated or parallel shifted. Thus we can compare two configurations through trace correlation coefficient regardless of their directions and shifts.

Software

All statistical analyses and computations of the trace correlation coefficient were conducted using R version 3.2.1 (R Core Team, 2015) and R package “stats.”

RESULTS

Examples of Mapping

Figure 2 shows two examples of the configuration results of the card arrangement method and nMDS. As can be seen in Figure 2, Garamond, Baskerville, Bell MT, and Didot were placed at a short distance in both methods. It should be noted that the meaning of space in the two mapping methods is different. The axes shown in Figure 2B do not mean anything by the only principle of nMDS. They are supposed to be construed by additional knowledge such as serif type or non-serif type. In contrast, by using the card arrangement method, subjects can define the meaning of the axes. For instance, according to the subject whose result is shown in Figure 2A, the horizontal axis represents how bold or not bold the letters are, and the vertical axis represents how decorated or undecorated they are. As for all of the subjects, 90% of them responded that the first axis was how bold the letters are but the meaning of the second axis was not consistent among them.

Difference Level of Configuration in Space

In order to evaluate the similarity of the configuration patterns obtained by the two methods, we computed the trace correlation coefficient for each configuration pattern (see Material and Methods). We decided the threshold value of trace correlation coefficient for extracting similar pairs of configurations that is statistically significantly similar. The threshold value was defined based on random data as follows. The random configuration was generated by 10 pairs of random values following uniform distribution, $U(0, 1)$. Thereafter, we calculated the trace correlation coefficient between a pair of random configurations $10^5$ times to obtain its distribution. The random trace correlation coefficient were conducted using R version 3.2.1 (R Core Team, 2015) and R package “stats.”
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coefficient that showed a 0.05 level of significance corresponded to the trace correlation coefficient of 0.658, suggesting that 5% pairs of configuration by random data can show the trace correlation coefficient of more than 0.658. Thus, we chose 0.658 as the threshold value for similarity judgment.

We calculated the trace correlation coefficient among all combinations of the configuration obtained from the card arrangement method and nMDS (Figure 3A). The ratio of the trace correlation coefficient exceeding the threshold was 62.0%. This result suggests that these methods can produce statistically significantly similar configurations.

We also examined variations of the subjects for each method. The trace correlation coefficient was calculated for all combinations of the configurations obtained by the proposed method and nMDS, respectively (Figures 3B,C). These distributions of the trace correlation coefficient have similar values for average and SD: Mean = 0.71, SD = 0.13 for the card arrangement method and Mean = 0.72, SD = 0.13 for nMDS, suggesting that both the methods have approximately the equivalent ability to express a psychological structure in similarity.

Moreover, we examined the average of distance between the placed cards on the sheet and extracted the top 10 pairs with a small distance in each method (Figure 4A). Eight pairs among the top ten pairs are common in both methods. This also supports that there is a similarity between the configurations obtained from the card arrangement method and nMDS.

**Distances among Objects Are Not Close in Configuration in the Card Arrangement Method**

Although we indicated the similarity in both methods, there are some differences in detailed point. For example, the configurations shown in Figure 2 had somewhat different features. Garamond, Didot, and Baskerville were located near each other in both the methods (Figures 2A,B), but these cards were arranged less closely in the card arrangement method (Figure 2A), compared with nMDS (Figure 2B). We assumed that subjects focused on the slight difference between objects and expressed their similarity judgment in a two-dimensional space, which may be the point of difference between the configurations of the two methods. In order to confirm this hypothesis, we calculated all distances between objects in all data (Figures 4B,C). We found the frequency of short distance to be lower in the card arrangement method compared with that in nMDS, which supports our hypothesis.

The average Euclidean distances between objects also support the hypothesis. In nMDS, Garamond, Didot, Baskerville, and Bell MT were placed close to each other (Figure 4E). However, in the card arrangement method, these typefaces were placed less closely (Figure 4D). Based on these results, we can conclude that card arrangement method tends to exaggerate the small difference between objects.

**Experiment Time, Level of Fatigue, and Level of Satisfaction**

The required duration of the card arrangement method was drastically shorter than that of nMDS, as we expected (Figure 5). The duration of the card arrangement method was approximately one third of nMDS's duration. Regarding the level of fatigue and satisfaction, no significant difference between the two methods was observed.

**DISCUSSION**

This study attempted to clarify common and different points between the configurations obtained by the card arrangement method and nMDS and the advantage of the proposed method. We found that there is a correlation between the configurations obtained from the proposed method and those obtained from nMDS. This result demonstrates the fact that the proposed method can be used instead of nMDS to obtain psychological structures. The required duration for the proposed method is considerably shorter than that required for nMDS, which indicates that the proposed method is a useful tool to save time. In particular, the proposed method can be utilized effectively in the psychological field, because evaluation of similarity must be obtained from subjects directly and their workload should be reduced. While this study asked subjects to sort papers from the highest similarity pair to the lowest one and collected ordinal
similarity data for nMDS, the required duration for the proposed method would be shorter than that of the other collecting method for ordinal similarity, such as forming groups corresponding to the degree of similarity. Moreover, the proposed method is highly simple and easy since it requires only cards and poster sheets while nMDS requires relatively complicated data analysis.

We understand that this proposed method could be applied to existing research related to similarity of appearance. For example, Holleran (1992) asked 50 subjects to rate the similarity between 52 typefaces and tried to map the subjects’ psychological structure of similarity into two dimensions. If we apply the card arrangement method to these stimuli, we could obtain similarity data and the configuration of the stimuli in a markedly shorter time. In addition, Holleran (1992) did not specify the meaning of horizontal axis and vertical axis, but we could accomplish this by using the card arrangement method, because we could directly obtain the axes’ meaning from the subjects.

The Management and Law fields also have a need for similarity of appearance analyses. Enterprises file applications and obtain design patent rights to prevent their appearance of products from imitation. They develop a design patent map from publication of the design patent not only to manage their own designs already filed but also to ensure positioning between their product design and their competitor’s design. In the design patent map, each design should be arranged based on the degree of similarity among them. For example, Chen (2009) collected similarity data regarding 74 registered design patents for cars from industrial designers, established a design map by using MDS, and drafted the design map for the purpose of planning design strategies.

In addition, once the infringement lawsuit is filed, similarity of the registered design is becoming a material matter, because there is a possibility that they have to stop selling their products and pay damage. In the practice of major countries regarding design patent infringement, if the registered design and an accused design are the same or similar and give a common impression, it is judged that the accused design violates the rights of the registered design (e.g., Article 23 of the Japan Design Act; Egyptian Goddess v. Swisa, 2008; Article 10 of Council Regulation (EC) No. 6/2002 of 12 December 2001 on Community Designs). Also, when the accused design is compared to the

registered design, the prior art should be taken into account. For example, 10 prior designs were submitted to decide the essential part of the registered design in a certain Japanese infringement case (Hei-12 (Wa) 2240, 20014). If MDS were to be applied to such a case, the experiment would take much time due to the large number of stimuli. The method proposed in this study could be applied to such a situation to save experiment time. Moreover, there are many cases where the registered design and the accused design appear very similar at first glance. In such a case, we can make good use of the proposed method, because subjects can focus on slight differences when they make similarity judgments according to this method.

The subjects can watch all the cards and evaluate similarity among them simultaneously in the proposed method, so that the results of the proposed method can be affected by context. It is known that the similarity of objects A and B are influenced by object C (Tversky, 1977). In the proposed method, subjects can see and compare all the objects while arranging cards so that all the objects can be considered when evaluating the similarity between objects A and B. On the other hand, regarding the pairwise comparison, subjects can see only A and B and evaluate the similarity of A and B so that C would not be taken into account. Thus, if we expect the results to be affected by the context effect, the proposed method should be applied. Otherwise, the pairwise comparison would be better.

The proposed method allows the subject to set the axis of the configuration pattern. In this case, the meaning of the axis can be revealed through the speech of the subjects. In contrast, there is a case where the subjects do not recognize the axis even after finishing the task. In this instance, someone other than the subjects can give meaning to the axis from a two-dimensional configuration. MDS enables us to find a principle dimension even if the subject does not note the meaning of the dimension, which is one of MDS’ benefits. In that sense, the merit of MDS is shared with the proposed method.

The proposed method is confined to a two-dimensional space. The two-dimensional space is the easiest dimension to be interpreted and applied to actual issues. Although compressing psychological structure into a two-dimensional space can reduce the amount of information that the original psychological structure preserves, one can estimate the degree of reflection for cognitive space by asking the subjects about the “degree of satisfaction of configuration.” The extension of our model to a three-dimensional space may be possible, when the two-dimensional space is not large enough to reflect one’s cognitive structure. The development of a software that allows us to place objects in a three-dimensional space and validating of the effectiveness of such a space may be explored in future works.

The proposed method is effective for visual stimuli because subjects can watch all cards and evaluate them simultaneously. Moreover, this method may be applied to conceptual stimuli, such as similarity between nations. We expect that this card arrangement method has versatility and that it will be possible to apply it to various areas. The application to other fields should be explored in future studies.
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A book review on
Classifying Reality


Classifying reality is an ancient and fundamental ability. Even the most basic living creatures classify their world as do social collectives of living things, most noticeably, human beings through psychological processes. An example of the rudimentary nature of classification exists in the behavior of slime molds. When food is abundant many of the more than 900 types of slime molds exist not as slime but as single-cell organisms. However, if food is in short supply the cells agglomerate and move as a single body. As a collective, slime molds are able to identify food and experiments have demonstrated that through changing shape the mold can reach food in a maze: Branches of the mold that do not terminate at a food source “die off” resulting in an almost singular path to food. Remarkably, these single cell organisms can act as a collective and classify correct or incorrect, advantageous or non-advantageous turns in the maze. At this rudimentary behavioral level slime mold is able to classify reality in order to bring advantage to the collective. This example demonstrates the fundamental nature of classification as a behavioral and biological process. Within psychology classifying has featured large within many areas of the literature but perhaps mainly within developmental and cognitive sub-disciplines.

Notwithstanding the seminal nature of the process of classifying in human life, contemporary books published on the subject of classification are uncommon and I believe that psychologists could benefit from considering the broad perspective assumed in Oderberg’s book. His edited volume is a concise collection of writing by contemporary scholars in which each of the six chapters is concerned with an aspect of identifying the structure of reality. Realism proposes that some entities do not need conceptual systems, beliefs, or our linguistic practices, etc., and may be thought of as objectively real. This contrasts with conventionalism, which posits entities are constituted on social agreement. The book contains an eclectic assemblage of writing from authors drawn from a realist perspective as, “…realism about classification stands its ground: all major lines of criticism available to the extreme conventionalist can be addressed.” Tahko (2013, p. 60).

The central question posed in Oderberg’s book may be summarized as: Is it possible to classify reality? Here he makes the not universally accepted point that in order to be able to classify reality it is necessary that we establish that reality has clearly extant boundaries to its content. Oderberg’s collection does not specifically concentrate upon categories per-se, but rather upon classification, where amongst other questions he asks of the extent to which classification is a fabrication of the mind? However, due to limited space and the title of this special edition I will emphasize categorization. Essays in the first section of the book each chapter reviews
somewhat abstract questions and issues associated with classification within a realist approach. The authors question any general or universal framework for classifying being or the development of a general ontology. Oderberg presents theoretical notions of classification as presented in the late E. J. Lowe's opening chapter on categorical predication. This chapter offers a synopsis and extension of Lowe's thinking on his four-category ontology (Lowe, 2006). Lowe asks how many components would be needed to adequately define a basic categorization of our world and proposes this to be four where any elements within such a system must be mutually exclusive in what they define and that their content cannot be classified through the combination of other elements in the ontology. In a revision of formal logic, Lowe presents a complex categorical ontology of the kinds of things that form the fundamental components of our world. Tahko, in his chapter, questions the conventional notion that there is no best or more realistic form of classification of the fundamental nature of the world. In section two the authors put forth their thoughts on the use of objective classification in science in general and specifically in biology. Authors develop a more applied understanding of classification in chapters such as Stephen Boulter's that posit thoughts upon the classification of biological forms and kinds and in Rosenkrantz's writing that forwards the notion that there are necessary and essential aspects of living things.

In the above review I have demonstrated the breadth and depth of the chapters' contents and I will now evaluate Oderberg's text as this may be applicable to psychologists. Whilst the book offers a diverse range of thinking on the process of classification there is no concluding chapter on contemporary thinking on classification and its further development and usage. Furthermore, the authors pay little heed to the relationship between classification units (mereology—the study of part-to-part and part-to-whole relationships) either as independent component of classification or as componential sub-units. My work in this area using the mapping sentence as a mereological framework (see, Hackett, 2014) is pertinent in this regard where I suggest that not all classification forms (or categories) are, or should be thought of, as equal. The mapping sentence I put forth as a flexible framework for the incorporation of the combined effects of inter-related or non-independent categories or classifications in a meaningful manner.

It is appropriate to review this book in this special edition on the psychological aspects of categorization as psychological approaches associated with categorization may be identified as a special case of classification. Indeed, the title of this book Classifying Reality could have appropriately been the title of this special edition. The psychology study of classification and categories as a separate area of research is neglected and lacks a clear theoretical conception of categorizing processes. Oderberg's volume offers psychologists, and others, an insightful starting point from which to develop research into classification especially when this is read and employed in conjunction with the psychological approach of the mapping sentence.
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