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Editorial on the Research Topic

Systematic Observation: Engaging Researchers in the Study of Daily Life as It Is Lived

The Research Topic Systematic observation: Engaging researchers in the study of daily life as it is lived (Section Quantitative Psychology and Measurement) faithfully reflects the interest of many researchers to conduct studies based on a methodology that is essentially characterized by being highly flexible and rigorous, and that aims to capture reality as it happens when studying it scientifically.

The analysis of a part of reality is complex, given the multifaceted nature of any aspect of daily life. This complexity is manifested in numerous aspects to be considered, from the initial filtering that must be done to conveniently delimit the part of reality to be studied, to the structuring of the ideal observational design, the construction of a customized instrument that allows to properly channel all the behaviors/elements to be observed around the axes or dimensions around which the studied reality pivots, the materialization of a suitably coded record, the management of the records, data quality control, its subsequent analysis, and the interpretation of the results.

This process is none other than the scientific method, although adapted to the reality of natural situations, in which it is not possible or convenient to apply the control that other methodologies offer, given that the spontaneity of behavior and the habituality of the context are of primary concern. In a schematic way, we could say that in the systematic observation the face and cross of a same coin are focused: “Face” because its proven versatility and adaptability make it extremely interesting and demanded in innumerable situations, and “cross” because the rigor of the own scientific method gives it a very estimable value that prestige such studies, as shown in the scientific community. The fact that Frontiers in Psychology, a prestigious scientific journal of high visibility around the world, had accepted the proposal of this Research Topic, gives more body and arguments in favor of systematic observation to the scientific community.

The 23 articles that make up the Research Topic Systematic observation: Engaging researchers in the study of daily life as it is lived are organized from a substantive point of view in different criteria, although each of the published articles could have been “classified” from several points of view.

METHODOLOGICAL DEVELOPMENTS

Given the incessant development of systematic observation over the last quarter of a century, this Research Topic has been an occasion to complete aspects that required progress, in order to be taken as a point of reference in future studies and new developments.
Basically, we differentiate four different aspects that mark a procedural path, and we consider that they are the following:

On the one hand, the conceptualization, development and analysis possibilities of indirect observation (Anguera et al.), which is strongly emerging in recent years, and revealing a wide field of application. More and more researchers are obtaining texts, either by transcribing oral conduct, or by applying new forms of communication, or by direct writing, and they are provided with a procedure to follow.

The weak current of systematic observation has traditionally been the psychometric, and the article by Chacón-Moscoso et al. focuses, in an applied study, on the measurement of quality of observational studies based on content validity, and taking advantage of the possibilities of the Osterlind index.

One aspect that to date had been absent in systematic observation studies is simulation. Manolov and Losada, offer a computer application developed for this purpose, adaptable to different sampling techniques.

And we can also consider as methodological development the work of Izquierdo and Anguera, centered on the notational development of movement, and for which a structured system of rules and symbols is proposed.

**AREAS OF APPLICATION**

The studies that we publish in this section stand out for both substantive and procedural aspects within systematic observation, but we have considered that the emphasis that they represent at the level of application areas was the most important:

*a) Sport*

This field presents special characteristics that make systematic observation extremely suitable and attractive as the scientific procedure to be followed.

At the same time, priority is given to the interest in professional football in most sport articles published in this Research Topic, although it is important to take into account specific aspects of each one. While in Zurutuza et al. the objective is oriented to an analysis by physiological variables and is intended to study the relationship of external and internal training load indicators with the objective and subjective fatigue experienced by semi-professional football players, it has a different purpose in other studies. In Diana et al. the interest lies in knowing how game-location positively affects the secondary and tertiary level of performance, prioritizing the incidence of playing at home, or in an opponent field, or in a neutral field. Casal et al., on the contrary, studied the identification of factors that may allow predicting success in professional football, focusing specifically on ball possession, and using bivariate and multivariate statistical analysis.

The orientation is very different in the works of Castañer et al. and Maneiro and Amatria. In both the aim is the in-depth study of elite football players, from the intensive perspective. The analysis of polar coordinates is used in both, and in that of Castañer et al., in addition, the detection of T-Patterns, which was also used in the Diana et al. article.

Morillo et al. address the study of referees in handball, also taking advantage of the extraordinary possibilities of systematic observation. As in the articles by Castañer et al. and Maneiro and Amatria, they apply polar coordinate analysis.

With the exception of the Zurutuza et al. article, which requires complementing the observation with physiological variables, all the other studies mentioned here constructed a custom observation instrument.

*b) Health Psychology*

From a broad definition of Health Psychology, three articles were published in the Research Topic.

On one hand, Sanduvete-Chaves et al. have built a scale that allows measuring the quality of the work climate in emergency services, in which there is usually tension due to the responsibility involved in making decisions and the necessary quickness that is required. In addition to indirect observation, we have worked with questionnaires and surveys.

Arias-Pujol and Anguera is a study of clinical psychology in which the interaction between adolescents in a group therapy has been observed. By means of a polar coordinates analysis it has been possible to analyze the conversation in the therapeutic group, starting from a detailed record obtained by means of a customized observation instrument.

Finally, in Cerezo et al. the influence of parental gender (father/mother) is studied in the interaction with children, and also taking into account the gender of the child; we highlight the study of interaction from the framework of nonlinear dynamic systems.

*c) Educational Psychology*

Systematic observation also has innumerable advantages in studies that revolve around school and learning. In the Research Topic, five articles were published with very different objectives, but with many common elements regarding the procedure.

On the one hand, Rodríguez-Dorta and Borges set out to study the good practices of teachers who attend students with special educational needs. In Escolano-Pérez et al. the systematic observation is complemented with the selective methodology to evaluate the executive functions of preschoolers and analyze their association with later academic skills, using the general linear model from the analytical perspective. Suárez et al. focuses on the teaching of reading by primary school teachers, and, as in Rodríguez-Dorta and Borges and Escolano-Pérez et al., the theory of generalizability is used. The study realized by García-Fariña et al. uses indirect observation, and focuses on the detection of patterns in the verbal behavior of physical education teachers in the school. The article by Santoyo and Mendoza focuses on the study of coercive patterns in the school context, focusing in particular on the description of stability and change in the behavioral patterns of children identified as victims of bullying.

In the five articles of this group, an ad hoc observation instrument was elaborated, although in the work of Santoyo and Mendoza it had been presented in a previous study. In Rodríguez-Dorta and Borges, in García-Fariña et al., and in Santoyo and Mendoza, the analytical technique of lag sequential analysis was used, and in Suárez et al. the T-pattern detection and
analysis was used, as in the articles by Castañer et al., Diana et al., Diana et al., and Pic Aguilar et al.

d) Social Psychology

Taking the term Social Psychology in a broad sense, we refer to the Research Topic articles of this group, which are very diverse among themselves.

Diana et al. focus on the study of deception in social interaction; they combine systematic observation with an experiment, and the T-Patterns detection is applied, as in the articles by Castañer et al., Diana et al., Pic Aguilar et al., and Suárez et al.

Cabrera et al. focus on the objective of studying antisocial behavior, which begins in childhood, remains in adolescence, and continues its escalation during adulthood; this paper explores the social interaction patterns of adolescents, with and without risk of committing antisocial behaviors and over 2 years, in a situation of conversational negotiation about conflicting topics.

Pérez-Tejera et al. is a study of Environmental Psychology that focuses on the study of gender differences in the occupation of public parks; the EXOdES instrument was elaborated, and 35,000 co-occurrences of codes were recorded, with the analysis of polar coordinates being used, as in the articles by Castañer et al., Morillo et al., and Maneiro and Amatria.

e) Motor Game and Gaze Direction

Two articles make up this last group:

On the one hand Pic Aguilar et al. focus on the study of motor games, and specifically in triadic ones, in order to know the regularities that are detected from the observable behaviors. The analysis technique used is the detection of T-Patterns, as in the article by Castañer et al., Diana et al. and Diana et al.

And, on the other, Lappi et al. present as objective an expert driver's gaze behavior in natural driving on a real road, without any instruction; and gaze directionality sequences are obtained in the directionality of the gaze.

CONCLUSIONS

In short, the articles included in the Research Topic make up a broad spectrum.

As Editors of this Research Topic, we want to express the satisfaction that comes from having the opportunity to offer the materialization of new studies in the exciting field of systematic observation to the scientific community.

The Research Topic proposal has been motivating, exciting and satisfying, as well as the highest level of acceptance of the originals. Regarding the management, the originals of the 23 articles that make up this Research Topic were sent from December 2016 to November 2017 and were published between April 2017 and November 2018. The time elapsed from submission to publication has ranged between 3 and 21 months (some were delayed due to the difficulty of finding specialist reviewers in the subject), and 100% of the submitted manuscripts were accepted. Now, the average number of views is 3,100.
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Indirect Observation in Everyday Contexts: Concepts and Methodological Guidelines within a Mixed Methods Framework
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Indirect observation is a recent concept in systematic observation. It largely involves analyzing textual material generated either indirectly from transcriptions of audio recordings of verbal behavior in natural settings (e.g., conversation, group discussions) or directly from narratives (e.g., letters of complaint, tweets, forum posts). It may also feature seemingly unobtrusive objects that can provide relevant insights into daily routines. All these materials constitute an extremely rich source of information for studying everyday life, and they are continuously growing with the burgeoning of new technologies for data recording, dissemination, and storage. Narratives are an excellent vehicle for studying everyday life, and quantitization is proposed as a means of integrating qualitative and quantitative elements. However, this analysis requires a structured system that enables researchers to analyze varying forms and sources of information objectively. In this paper, we present a methodological framework detailing the steps and decisions required to quantitatively analyze a set of data that was originally qualitative. We provide guidelines on study dimensions, text segmentation criteria, ad hoc observation instruments, data quality controls, and coding and preparation of text for quantitative analysis. The quality control stage is essential to ensure that the code matrices generated from the qualitative data are reliable. We provide examples of how an indirect observation study can produce data for quantitative analysis and also describe the different software tools available for the various stages of the process. The proposed method is framed within a specific mixed methods approach that involves collecting qualitative data and subsequently transforming these into matrices of codes (not frequencies) for quantitative analysis to detect underlying structures and behavioral patterns. The data collection and quality control procedures fully meet the requirement of flexibility and provide new perspectives on data integration in the study of biopsychosocial aspects in everyday contexts.

Keywords: indirect observation, mixed methods, textual materials, verbal behavior, systematic observation, quantitizing
INTRODUCTION

Psychological science has shown a growing interest in the study of everyday life. New methodologies have been proposed for the within-person study of real-time biopsychosocial aspects in their natural settings (Bolger et al., 2003; Conner and Lehman, 2013; Reis, 2013; Portell et al., 2015b,c). New technologies have made it possible to record spontaneous behavior—that is, behavior that is not elicited by a researcher but forms part of the subject's behavioral repertoire in his or her natural context (see e.g., Mehl et al., 2001). Compared with elicited behavior, spontaneous behavior has the advantage of occurring in a natural context and natural situation, so it is not influenced by extraneous variables such as a non-natural context or social desirability based on researchers' expectations. However, this area of study remains highly complex, particularly when it comes to obtaining quantitative indicators that make it possible to reconstruct the “who,” “what,” “how,” and “when” of events of interest and position these events in the individuals’ ecological niche. The difficult task of obtaining quantitative indicators of spontaneous behavior in everyday contexts has been further complicated by the long-standing clash between the qualitative and quantitative paradigms in psychology. Mixed methods research (Johnson et al., 2009) has provided valuable resources for combining qualitative data derived from non-spontaneous behavior (e.g., questionnaire responses) and narrative data derived from natural settings (e.g., a life story). Nevertheless, the merging of qualitative and quantitative perspectives is not an easy task of obtaining quantitative indicators of spontaneous behavior—that is, behavior that is not elicited by a researcher but forms part of the subject's behavioral repertoire in his or her natural context (see e.g., Mehl et al., 2001). Compared with elicited behavior, spontaneous behavior has the advantage of occurring in a natural context and natural situation, so it is not influenced by extraneous variables such as a non-natural context or social desirability based on researchers' expectations. However, this area of study remains highly complex, particularly when it comes to obtaining quantitative indicators that make it possible to reconstruct the “who,” “what,” “how,” and “when” of events of interest and position these events in the individuals’ ecological niche. The difficult task of obtaining quantitative indicators of spontaneous behavior in everyday contexts has been further complicated by the long-standing clash between the qualitative and quantitative paradigms in psychology. Mixed methods research (Johnson et al., 2009) has provided valuable resources for combining qualitative data derived from non-spontaneous behavior (e.g., questionnaire responses) and narrative data derived from natural settings (e.g., a life story). Nevertheless, the merging of qualitative and quantitative perspectives is not a perfectly compatible with any guiding theoretical framework whatsoever; this method is not linked to any concrete theoretical model, it offers numerous methodological opportunities, and it has the potential to lead to significant developments in the field of studying everyday behaviors. This approach differs from previous work in this area (Sandelowski, 2001; Sandelowski et al., 2009; Seltzer-Kelly et al., 2012; Bell et al., 2016) in that it analyzes the order and sequence of events. The parameters of frequency (which only indicates the number of occurrences), order (which also provides information about sequence), and duration (which, in addition to the aforementioned information, also indicates the time in conventional units) provide a higher degree of data consistency (Bakeman, 1978). The use of the order parameter, with the introduction of sequentiality, entails added value of extraordinary importance (Sackett, 1980, 1987; Bakeman and Gottman, 1987; Magnusson, 1996, 2000, 2005, 2016; Sánchez-Algarra and Anguera, 2013; Portell et al., 2015a).

The presented liquefying method enables the systematic analysis of minor details that arise in a multitude of situations involving text (e.g., conversations, speeches, diary, or blog entries) with a level of granularity (Schegloff, 2000) that enables these “natural texts” to be analyzed in combination with other contextual data. The approach is applicable to both conventional and new forms of communication (e.g., WhatsApp messages), regardless of format or source. The source may be verbal behavior (informal conversations, focus group discussions, etc.) or documentary material (diaries, narratives, etc.), including in some cases graphic material, such as photographs and drawings.

Most of the solutions proposed to date for transforming text into quantitative data are either qualitative (e.g., ethnographic methods) or quantitative. Our proposal, however, takes a mixed methods approach in which spontaneously generated qualitative material is transformed into quantifiable code matrices.

In this article, we discuss key aspects of our proposed system. We analyze the concepts and meaning of systematic observation and one of its two branches, indirect observation, alongside key concepts of mixed methods research. We also look at types of qualitative data used in indirect observation and describe a methodological framework for building ad hoc observation instruments, creating matrices of codes for the data collected, and analyzing data and checking their reliability. Finally, we present a protocol specifically designed for indirect observation with examples from each of the stages in the process.

FROM SYSTEMATIC TO INDIRECT OBSERVATION

Psychologists work in a wide range of fields and subfields that correspond to everyday life situations. To name just a few examples, they are involved in health education programs in nurseries and nursing homes, prosocial programs in primary schools, exercise programs for the elderly, social support programs in neighborhoods, or communities with families of multiple nationalities, AIDS prevention programs for adolescents, support programs for families with a history of child abuse or negligence or families of young car crash victims, relaxation programs for athletes, and social programs in prisons or juvenile correctional institutions. Systematic observation can make important contributions to the study of spontaneous behavior in a vast range of everyday contexts.

Observation is a useful method for collecting, processing, and analyzing information that cannot be studied in the artificial setting of a laboratory. It enables a largely unbiased analysis of everyday behaviors and interactions that occur naturally (Anguera, 2010). Although systematic observation dates back to the 1970s, it has taken on an identity of its own in the last two decades (Anguera, 1979, 2003; Anguera and Izquierdo, 2006; Sánchez-Algarra and Anguera, 2013). It offers both flexibility and rigor as it is built on sound scientific principles, and this combination makes it ideal for use in many fields (Portell et al., 2015b).

Systematic observation differs from ethnography in that its purpose is not to obtain a narrative account of subjective
experiences in a process that requires the participation of the researcher or person being studied. Ethnographic studies require a qualitative approach, but unlike systematic observation, they do not require quantitative analysis and rigorous data quality control. Systematic observation, by contrast, is characterized by highly systematic data collection and analysis, stringent data quality controls, and the merging of qualitative and quantitative methods.

Systematic observation follows the four fundamental stages of scientific research: formulation of a research question, collection of data, analysis of data, and interpretation of results. The wealth of data collected in an observational study provides researchers with the opportunity to capture valuable chunks or snippets of everyday realities, without having to specifically ask for the information (there are no interviews, questionnaires, or psychological tests). In addition, it allows the researcher to study spontaneous behavior in a natural, uncontrolled environment.

Everyday activity in context is the cornerstone of observational studies. It is the source of a rich fabric of information that the psychologist/researcher needs to tap into in order to extract relevant information that is subsequently processed systematically to produce a set of “net” data that can be analyzed both qualitatively and quantitatively.

The study of everyday activity provides insights into the diverse behaviors and events that occur throughout a person’s life. It provides thus a privileged vantage point from which to observe changes, but everyday life is a highly complex, dynamic process replete with information that is often not even known to exist (Anguera, 2001). Its study requires the examination of diverse phenomena at different levels of a pyramid-like structure. At the top of the pyramid, psychologists analyze how individuals go about their lives and gradually become familiar with what has shaped their life course. As they move down the pyramid, they discover everyday realities at different levels (family, career, social relationships, hobbies, etc.) and come to understand how these are influenced by interacting factors, such as health, satisfaction of needs, and conflicts.

According to Mucchielli (1974) observation equation, \( O = P + I + Pk − B \), observation equals perception plus interpretation plus previous knowledge minus bias. Observation thus is not possible unless what is being observed is perceivable. Perceptibility is a key concept when it comes to differentiating between direct and indirect observation (Anguera, 1979, 2003). In indirect observation, it is always incomplete, and Mucchielli’s equation is only partially fulfilled.

In direct observation, perceptibility is considered to be complete when what is being observed (whether in situ or through video or audio recordings) can be captured by visual or auditory senses. In anthropology, for example, the subfield concerned with the study of visual representations is known as visual rather than observational anthropology. Modern-day technology permits maximum levels of precision in visual and auditory perception (Escalera et al., 2009; Bautista et al., 2015) and minimizes the need for interpretation.

Although everyday contexts can take countless shapes and forms, the levels of response (or criteria or dimensions) that can be directly observed are similar. Facial expressions, for example, can be analyzed by software such as Face Reader, which can distinguish between facial and emotional mimicry. Gestures, in turn, which also have an important role in human communication (Holle et al., 2012; Mashal et al., 2012), even in children (Lederer and Battaglia, 2015) can be effectively analyzed using programs such as NEUROGES+ELAN (Lausberg and Sloetjes, 2009, 2016). Finally, vocal behavior (Russ et al., 2008) can be analyzed using sound analysis software. Non-verbal manifestations, or “expressiveness,” are interesting external indicators of a person’s emotional state (Rodriguez et al., 2014), although adequate quality control is needed to reduce bias.

While aspects of human communication such as facial expressions, gestures, posture, and voice tone are fully perceivable through visual or auditory channels, they are frequently accompanied by verbal behavior, which has very different characteristics in terms of perceptibility. Indirect observation is an appropriate method for studying both verbal behavior and textual material, whether in the form of transcripts or original material produced by the participants in a study.

Verbal behavior transmits messages and both these and the channels through which they are transmitted can take many shapes and forms. Messages are analyzed differently depending on whether they are spoken or written. Written forms of expression (e.g., self-reports, diaries, biographies) are largely considered to be narratives. Narrative studies have been used in qualitative methodology for many years and have both strengths and shortcomings. One of their main strengths is their adaptability to very different situations and contexts. Narrative studies provide insights into a person’s true nature and help to understand their experiences and needs (Riva et al., 2006). They have been used, for example, in a wide range of settings, such as secondary schools (García-Fariña, 2015; García-Fariña et al., 2016), high schools (Tronchoni et al., 2018), family gatherings (Gimeno et al., 2006), support groups for patients (Roustan et al., 2013), therapeutic interaction (Blanchet et al., 2005), and group therapy for adolescents (Arias-Pujol and Anguera, 2017). One of their shortcomings is that perceptibility is limited by the documentary nature of the texts, and it is not uncommon for different researchers to draw different conclusions from the same text.

Human communication does not simply refer to the transmission of information. It involves numerous aspects that vary according to content, the people transmitting or receiving the message, their relationship (hierarchy, previous interactions, etc.), the flow of data or metadata, and the interpretative context. In addition, changing lifestyle habits and new technologies have led to new forms of human communication (Bavelas and Chovil, 2000), such as WhatsApp messages and blog posts, extending the traditional dichotomy between verbal and non-verbal behavior established by the classical sociologist Weick (1968, 1985). In a recent study, for example, Radzikowski et al. (2016) analyzed Twitter messages in a quantitative study on the rubella vaccine, and as stated by Hardley (2014, p. 34), “Over many decades, surveillance methods (often termed “indicator based” methods) have been developed and refined to provide disciplined, standardized approaches to acquiring and recording important information. More recently, ubiquitous and
unstandardized data collected from the Internet have been used to gain insight into emerging disease events.”

Indirect observation can be considered a valid scientific method (Webb et al., 1966; Anguera, 1991, 2017, in press; Behar, 1993; Morales-Ortiz, 1999; Morales-Sánchez et al., 2014). It uses similar techniques to systematic observation, and as a procedure, it is structurally identical, although there are important differences dictated by the nature of the source data (verbal behavior and text).

Indirect observation involves the analysis of textual material generated either indirectly from transcriptions of audio recordings of verbal behavior in natural settings (e.g., conversation, group discussions) or directly from narratives (e.g., letters of complaint, tweets, forum posts). The addition of seemingly unobtrusive objects can also provide important insights into daily routines. All these materials constitute an extremely rich source of information for studying everyday life, and they are continuously growing with the burgeoning of new technologies for data recording, dissemination, and storage (Morales-Ortiz, 1999; Morales-Sánchez et al., 2014).

Narratives are an excellent vehicle for studying everyday life through indirect observation, and one option for studying them is to apply a procedure for systematizing and structuring the information through quantification. This approach makes it possible to integrate qualitative and quantitative elements.

The data used in indirect observation invariably start out as qualitative and the source material varies according to the level of participation of the person being observed and the nature of the source (textual or non-textual).

Common sources of material used in indirect observation studies include:

- Recordings of verbal behavior as it occurs (normally in mp3 files). There may be single or multiple dialogues and it is essential to clearly distinguish between the different “voices” recorded.
- Transcripts of audio recordings of verbal behavior in a natural setting (Krueger and Casey, 2009). These may involve an individual (speaking, for example, in person or on the telephone), or a group (dyad, triad, focus group, etc.), in which each person can be clearly identified.
- Written texts produced by the participants in a research study. These include texts produced by the participants or close to them (e.g., letters of complaint, letters to a newspaper, tweets, ads, messages on a mural, instant text messages). A variety of communication channels are possible (e.g., paper, e-mail, WhatsApp).
- Texts transmitted through the Internet, such as e-mails (Björk et al., 2014) and forum posts (Vaimberg, 2010). These constitute an extremely rich source of information and are particularly relevant to psychological interventions.
- Everyday objects related to the research question(s). While objects may appear to have a secondary role in communication, they can provide relevant insights into everyday life as they evoke or facilitate the expression of emotions through micro-valences (Lebrecht et al., 2012). Examples are graphs, paintings, models, and clay figures. Technological advances have also opened up new opportunities in this area in recent years.
- Graphic material, particularly photographs. These can constitute an extremely rich source of information (Zaros, 2016). A single photograph captures a moment, something static, but a gallery of photographs separated in time can capture the dynamics of an episode or successive episodes in the life of a person, or even a group or institution. This material can be primary (the only source available) or secondary (complementing other sources).
- Unobtrusive objects, also referred to as aggregates (Webb et al., 1966). These may simply be anecdotal, but in some cases they can reveal the existence of certain behaviors, but only after a process of inference involving variable risk. Examples are fingerprints and objects such as cigarette butts or a napkin with notes or drawings left behind in a café.

The above sources of information give rise to a varied set of data that provides empirical evidence and can position specific events and everyday behaviors along a continuum of time. Finally, the information available becomes progressively richer as one gains access to several sources of documentary material.

As mentioned, the material used to collect data in indirect observation is only partly perceivable (Anguera, 1991) and any conclusions made need to be inferred by a researcher drawing from a theoretical framework or taking a position. This is the main challenge in indirect observation. In the system we propose, rigorous application of a carefully designed observation instrument by duly trained observers offers the necessary guarantees of data reliability. Although direct and indirect observation may vary in terms of source material, level of interpretation, and level of participation, the two methods share a scientific procedure that when properly applied can provide quantitative indicators of the processes underlying everyday behavior.

**THE CHALLENGES OF MIXED METHODS RESEARCH**

Mixed methods research has been increasingly embraced by the scientific community over the past 15 years (Creswell et al., 2003; Johnson et al., 2007; Tashakkori and Teddlie, 2010; Onwuegbuzie and Hitchcock, 2015). The mixed methods approach involves the collection, analysis, and interpretation of qualitative and quantitative data for the same purpose and within the framework of the same study; some authors have even raised the approach to the rank of paradigm. Molina-Azorín and Cameron (2015) acknowledge that mixed methods research is not easy to conduct and requires considerable time and resources. Nonetheless, it is a movement that is gradually gaining supporters. As stated by Leech and Onwuegbuzie (2009) and Onwuegbuzie (2003), mixed methods research lies on a continuum between single-method and fully mixed studies, although the scientific community has yet to agree on which position it holds along this continuum. That said, it is generally agreed that the position will depend on the research objective and the nature of the data, analyses, and level of inference.
Overall, mixed research is largely understood as “a synthesis that includes ideas from qualitative and quantitative research” (Johnson et al., 2007, p. 113). However, this is a very broad framework in which many gaps need to be filled. In the case of indirect observation, the methodological approach must be extremely rigorous as we are dealing with situations in which substantive areas merge with the multiple realities of everyday life.

The exponential growth of mixed methods research in recent decades has generated certain inconsistencies in terms of terminology and definitions. We therefore believe that it is first necessary to clarify the meaning of method/methodology and to discuss the multiple meanings attached to the term “mixed method” before we present our methodological framework for indirect observation.

Greene (2006, p. 93) proposed a broad description of the term “methodology,” understood as an inquiry logic that admits different forms of data collection (questionnaires, interviews, observational datasets, etc.), methods of research (experimental, ethnographic, etc.), and related philosophical issues (ontology, epistemology, axiology, etc.). Greene also refers to specific guidelines for practice, which distinguish between methods that obviously vary in terms of design, sampling, data gathering, analysis, etc. We consider that systematic observation fits with Greene’s definition of methodology (Anguera, 2003), although we have not always used the term. We also agree with the following statement by Johnson et al. (2007, p. 118): “It is important to keep in one’s mind, however, that the word methods should be viewed broadly.” Accordingly, in the approach we describe in this article, we also consider indirect observation to be a method in the broad sense of the word.

Johnson et al. (2007, p. 123) defined mixed methods research as “the type of research in which a researcher or team of researchers combines elements of qualitative and quantitative research approaches (e.g., use of qualitative and quantitative viewpoints, data collection, analysis, inference techniques) for the broad purposes of breadth and depth of understanding and corroboration” (Johnson et al., 2007, p. 123). They formulated this definition after asking 19 renowned researchers in the field (Pat Bazeley, Valerie Caracelli, Huey Chen, John Creswell, Steve Currall, Marvin Formosa, Jennifer Greene, Al Hunter, Burke Johnson and Anthony Onwuegbuzie, Udo Kelle, Donna Mertens, Steven Miller, Janice Morse, Isadore Newman, Michael Q. Patton, Hallie Preskill, Margareta Sandelowski, Lyn Shulha, Abbas Tashakkori, and Charles Teddlie) to send in their definition of the term “mixed methods” by e-mail.

We fully agree with the definition proposed by Johnson et al. (2007) and it provided us with the necessary elements to draw up our methodological framework for indirect observation. The success of any mixed methods approach depends on the adequate mixing or integration of qualitative and quantitative elements. Numerous authors have analyzed the term “mixing” in an attempt to provide guidance on the processes required to achieve a seamless result (Bazeley, 2009; O’Cathain et al., 2010; Fetters and Freshwater, 2015). Qualitative and quantitative data can be mixed in three different ways, aptly summed up by Creswell and Plano Clark (2007, p. 7): “There are three ways in which mixing occurs: merging or converging the two datasets by actually bringing them together, connecting the two datasets by having one build on the other, or embedding one data set within the other so that one type of data provides a supportive role for the other data set.” For our proposal, we chose the second form: connecting two databases by having one build on the other. According to Sandelowski et al. (2009), this connection can be achieved through transformation, i.e., by quantitizing qualitative data or qualitizing quantitative data. In our indirect observation framework, we transform non-systematic qualitative data into a format suitable for quantitative analysis.

Mixed methods research is marked by a persistent scientific gap that requires powerful solutions rooted in two key challenges in the field of indirect observation. These two challenges, discussed in this article, are (a) how to rigorously transform qualitative textual material derived largely from everyday human communication into matrices of codes, and (b) how to subsequently analyze these codes using quantitative methods suited to the categorical nature of the data in order to uncover the underlying structure. The proposed transformation system breaks away from the classical theoretical framework of mixed methods, which simply involves integrating qualitative and quantitative elements. The key difference is that it contemplates systematic observation, and hence indirect observation, to be a mixed method in itself (Anguera and Hernández-Mendo, 2016; Anguera et al., 2017a).

Integration of qualitative and quantitative elements is the key to any mixed methods approach (Creswell and Plano Clark, 2007; Bazeley, 2009; O’Cathain et al., 2010; Maxwell et al., 2015). Our approach adds another element: the liquefaction of verbal behavior and texts. This process consists of schematically transforming “solid” textual material into “liquid” matrices of codes apt for quantitative analysis (Anguera et al., 2017b; Anguera, in press). The quantitative processing of originally qualitative data with the aim of detecting hidden behavioral patterns or underlying structures, for example, adds an element of robustness to the integration of qualitative and quantitative data, particularly in the case of everyday life events and behaviors.

Talkativeness and text, for example, can now be analyzed within the framework of mixed methods research using frequency counts (Poitras et al., 2015) thanks to the development of reliable—and extremely useful—measures of verbal productivity and the multiple opportunities offered by modern-day technology (Bazeley, 2003, 2006, 2009). Frequency counts, however, are weak and insufficient measures. Considering that “methodological plenitude” (Love, 2006, p. 455) is not always attainable in applied research, the mixed method framework offers new and interesting possibilities for indirect observation.

The combined use of qualitative and quantitative approaches has been tried and tested in multiple studies and has also been analyzed in several systematic reviews (Elvish et al., 2013). In the following sections, we show that it is necessary to start with qualitative inputs and to then quantify these in a process that ensures reliability throughout the various stages.
QUALITATIVE DATASETS IN INDIRECT OBSERVATION

The empirical process in indirect observation starts with the collection of qualitative data. While the characteristics and standards that guarantee quality are perfectly outlined in the literature on quantitative methodology, the same cannot be said of qualitative methodology. Qualitative methodology offers enormous flexibility, but interpretations on content and form vary and are not free of controversy. Content provides personal and interpersonal information, which stems from experiences that are temporally unstable and highly influenced by the context and versatility of the moment. As for form, the tools used to support indirect observation (narratives, biographies, self-reports, life stories, in-depth interviews, etc.) cause doubt and distrust in many researchers, who, in the absence of standardized tools, question their stability and consistency.

Much has been written about the forms used to structure narratives (e.g., Hurwitz et al., 2004; De Fina and Georgakopoulou, 2015; Riessman, 2015), and qualitative data can be gathered using many tools, including interviews (e.g., Riera et al., 2015), biographies (e.g., Lindqvist et al., 2014), children’s vignettes (e.g., Jackson et al., 2015), focus group vignettes (e.g., Brondani et al., 2008), telephone interviews (e.g., Björk et al., 2014), self-reports (e.g., Coutinho et al., 2014), focus group recordings (e.g., McLean et al., 2011), and participant observation (e.g., Caddick et al., 2015). In our case we are specifically interested in qualitative datasets within the framework of indirect observation. Although systematic observation dates back to the 1970s, it has taken on an identity of its own in the last two decades (Anguera, 2003; Anguera and Izquierdo, 2006; Sánchez-Algarra and Anguera, 2013; Anguera et al., 2017a). Indirect observation shares many of the characteristics previously described for systematic observation, namely, highly systematic data collection and analysis, strict data quality controls, and an approach that requires the merging of qualitative and quantitative techniques.

A METHODOLOGICAL FRAMEWORK FOR LIQUEFYING TEXT

In these next sections, we are going to describe, and illustrate with examples, the stages and sub-stages involved in an indirect observation study. We will focus largely on the extraction and transformation of information from textual material produced using conventional or newer channels of communication in a variety of formats (handwritten letters, reports, transcriptions of group meetings, and interviews, etc.), irrespective of origin (e.g., informal conversations or focus group discussions or documentary material).

Extracting information on human behavior from text and transforming it into suitably systematized and organized categorical data, without loss of key information, is a major challenge in the Behavioral Sciences. In addition, the process must offer sufficient scientific and ethical guarantees and produce results in a format that can be rigorously processed using any of a range of quantitative techniques available for analyzing categorical data.

Our text-liquefying process consists of six stages: (1) specification of study dimensions, (2) establishment of segmentation criteria to divide the text into meaningful units, (3) building of a purpose-designed observation instrument, (4) coding of information, (5) data quality control, and (6) quantitative analysis of data. Table 9 presents detailed steps and guidelines for the “liquefaction” of indirect observations. Each of the steps will be explicated within the following sections.

Specification of Study Dimensions

In systematic observation, and by extension, indirect observation, the term “dimension,” also known as level of response (Weick, 1968) or criterion, refers to a distinguishable facet related to the research objective. Dimensions are generally derived from a theoretical framework (e.g., the seminal work of (Weick, 1985) in the field of social interaction), but they can also be created ex novo based on experience or expertise. In the latter case, they must always be justified.

Studies can be one-dimensional or multidimensional. It is not uncommon for researchers to start off with a single dimension and then gradually add others as they delve deeper into the theoretical framework. Below are examples of dimensions and theoretical frameworks used in three indirect observation studies. In the first case, a study of disruptive behavior and communication difficulties in adolescents participating in group communication therapy, Arias-Pujol and Anguera (2004) proposed the dimensions verbal and non-verbal behavior, derived from the corresponding interpersonal theoretical framework (Danzinger, 1982; Gale, 1991; Poyatos, 1993). In the second case, Väimberg (2010), on studying a psychotherapy group in which participants were able to write what they wanted on an online forum at any time over 3 years, chose the following dimensions: in-person, otherness, emotionality, thoughtfulness, positivity, and realism. The theoretical framework was built from work by various authors (e.g., Winnicott, 1979; Bion, 1985; McDougall, 1991; Lévy, 1995). In the third case, which was a recent study of teacher-led discourse in physical education built on the theoretical framework of the Teaching Games for Understanding model (originally proposed by Bunker and Thorpe, 1982) and work on discourse strategies by Coll and Onrubia (2001), García-Fariña et al. (2016) proposed nine dimensions: exploration and activation of previous knowledge, attribution of positive meaning by students, progressive establishment of increasingly expert and complex representations of subject matter, interactivity segment, message structure, extralinguistic resources, task type, destination of message, and location of session.

Specification of Segmentation Criteria to Create Textual Units

The second step toward liquefying a text is to define the segmentation criteria to divide the text into meaningful units. This process is known as “unitizing.” Although initially proposed by Dickman (1963) and Birdwhistell (1970), Krippendorff (2013, p. 84) defined unitizing as “the systematic distinctions with
a continuum of otherwise undifferentiated text—documents, images, voices, websites, and other observables—that are of interest to an analysis, omitting irrelevant matter but keeping together what cannot be divided without loss of meaning.” This definition suggests that it would be logical to first segment the text into primary criteria within the main study dimension and then establish secondary criteria for the other dimensions (e.g., voices, gestural behavior, etc.).

Krippendorff (2013) suggested segmenting text using orthographic, syntactic, contextual, and inter-speaker criteria. In this last case, each intervention by an individual is considered a unit. This is a very useful approach for analyzing interactions between various people. We propose using the inter-speaker criterion as the primary criterion and subsequently establishing secondary criteria (subunits) for verbal or written interventions containing various syntactic elements (phrases).

In cases with several dimensions, such as verbal behavior accompanied by gestures, postures, or exchange of looks, verbal behavior, as the most perceivable behavior, could be established as the primary criterion. The other behaviors could then be segmented into subunits as appropriate. In very specialized cases, however, we consider that the above level of segmentation is insufficient. The initial segmentation stage is crucial as the categories that will be created in the next stage will directly determine the content of the dataset for analysis. Where possible, test runs or pilot studies should be performed first. Table 1 shows how a conversation between two anonymous speakers is segmented into units.

**Building an Indirect Observation Instrument**

Indirect observation studies, like systematic observation studies (Anguera, 2003; Anguera and Izquierdo, 2006; Sánchez-Algarra and Anguera, 2013; Portell et al., 2015a) require a purpose-built observation instrument to systematically code the information that will form the subsequent datasets.

Observation instruments can be built using category systems, a field format system, a combination of these systems, or rating scales (Anguera et al., 2007). One-dimensional studies use category systems and rating scales, while multidimensional studies use field formats or field formats combined with category systems. To build a category system, there must be a theoretical framework, and to build a rating scale, it must be possible to grade the corresponding dimensions ordinally. In addition, the category system must fulfill the requirements of exhaustivity and mutual exclusion, and each category must be accurately defined.

The field format is built by creating a catalog of mutually exclusive behaviors for each dimension. As it is not exhaustive, the catalog is left open and is therefore considered to be in a permanent state of construction. While not required, a theoretical framework is recommendable for field format systems.

Observation instruments combining a field format system with category systems are becoming increasingly common. This combination is possible when some or all of the dimensions in the field format have a theoretical framework and the object of research is atemporal (i.e., it is not a process).

To simplify matters, it is highly recommendable to code both categories and dimensions using letters, numbers, or symbols. If A, B, C, and D are categories in a category system, i.e., fulfilling the requirements of exhaustivity and mutual exclusion (e.g., A = XX, B = XX, C = XX, and D = XX), then the notation would be CS (category system) = (A B C D). If A, B, C, and D are behaviors in an open catalog, i.e., they are mutually exclusive but not exhaustive (e.g., A = XX, B = XX, C = XX, and D = XX), the notation would be Catalogue = A B C D…

**Guidelines for Coding Information**

Observational datasets created from narratives (Crawford, 1992; Gabriel, 2004; Tuttas, 2015) have wide applications in many everyday life situations. However, before qualitative inputs from human communication can be transformed into quantitative data, it is first necessary to decide how to organize the heterogeneous information available. This process can be extremely complex as it is necessary to bring together data from very different sources, and very possibly, different points in time (Duran et al., 2007). The first step is to correctly record and code the data, and this is where the *ad hoc* observation instrument becomes invaluable. As started by Bradley et al. (2007, p. 1,761), “coding provides the analyst with a formal system to organize the data, uncovering and documenting additional links within and between concepts and experiences described in the data.”

If the sources have been carefully selected, they will all contribute to creating a stockpile of information on the behaviors or actions of all those involved in the communication process being analyzed (e.g., therapists, participants, supervisors…). The system for processing narratives or bodies of texts is quite similar to that used in discourse analysis (Calsamiglia and

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>Vignette showing the segmentation of a text (transcribed from a conversation) into units.</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1.</td>
<td>The truth is that I sometimes doubt whether I like basketball that much [U1], even though I have already devoted 15 years of my life to the game [U2].</td>
</tr>
<tr>
<td>S2.</td>
<td>But you started as a young boy [U3], when you were given the possibility of playing as a junior at school [U4].</td>
</tr>
<tr>
<td>S1.</td>
<td>That moment was very important for me [U5], as I got carried away with the enthusiasm [U6] and I couldn’t go for a day without playing [U7]. Then, when I finished secondary school, I got the opportunity to join the club where I am now [U8] and to dedicate myself in body and soul to basketball [U9].</td>
</tr>
<tr>
<td>S2.</td>
<td>Did you think back then about what this decision would entail? [U10].</td>
</tr>
<tr>
<td>S1.</td>
<td>I couldn’t tell you exactly…[U11] I think I was somewhat confused [U12], as on the one hand I wanted to study industrial engineering, probably influenced by my father and my uncle [U13], but on the other, the fact that I was valued, without being particularly tall [11], was a golden dream [U15]. I think that I was living between real life and the dream…[U16] And I accepted straight away [U17], although after talking it through with my parents, uncle and brother [U18]. They gave me some opinions and advice [U19], but left the final decision up to me [U20].</td>
</tr>
</tbody>
</table>
TABLE 2 | Tabular structure for creating a code matrix.

<table>
<thead>
<tr>
<th>Textual units (n)</th>
<th>Dimensions (i)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1 [Verbal behavior]</td>
</tr>
<tr>
<td>U1 [Initial greeting]</td>
<td>Code ... [Informal expressions]</td>
</tr>
<tr>
<td>U2 [Activity to carry out]</td>
<td>Code ... [We have to solve the math problems]</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Un</td>
<td>Code ...</td>
</tr>
</tbody>
</table>

Each row of the matrix contains a series of boxes that are completed with codes corresponding to each textual unit (fragments of text from indirect observation). The columns, in turn, contain the different dimensions, or criteria, of the observation instrument. The codes come from the ad hoc observation instrument and may correspond to behaviors from a field format catalog or to categories in an observation instrument based on category systems only or on category systems combined with a field format. By way of illustration, we have added in brackets the first two dimensions (verbal behavior and vocal behavior), a simulation of the first units and an indication of the behaviors produced (which will be coded).

Tusón, 1999), although the information retrieved is richer and more diverse. Once the necessary quality controls are in place, the information can be managed and processed systematically within an empirical research setting that ensures replicability. Examples of texts used for this purpose are interviews, speeches, and conversations (Sidnell and Stivers, 2013). These may be a specific audience, a single speaker or several (with turn-taking), words in isolation, or, when direct and indirect observation are combined, words accompanied by tone/pitch, gestures, facial expressions, posture, objects, etc (Fischer et al., 2012).

Once the study dimensions have been selected (section Specification of Study Dimensions) and the text has been segmented into units (section Specification of Segmentation Criteria to Create Textual Units) and the behaviors coded using the ad hoc observation instrument (section Building an Indirect Observation Instrument), the data can be transformed into a series of complete or incomplete code matrices containing purely qualitative information (Anguera, 2017, in press; Anguera et al., 2017b). This transformation is achieved by organizing the dimensions into columns and adding the behavioral units to the corresponding rows, achieving thus a “liquid” text, ready for quantitative analysis (Table 2 contains an example).

Table 3a shows a hypothetical example of data extracted from a text in a one-dimensional study using an observation instrument with category systems, using a simulated example of the diary of a patient with endogenous depression. Table 3b, in turn, shows the results for a combined field format-category system instrument from a multidimensional study, using a simulated example of an oral mediation situation involving a conflict between the parties A and B, with the assistance of the mediator C. These matrices of codes (Table 3a is atypical as it has just one column due to the single dimension analyzed) show how the qualitative data have been structured.

Additional sources of information, such as drawings, sounds, or photographs can be incorporated simply by adding new dimensions. Although this is still a relatively new concept, it is perfectly feasible with today’s advanced coding systems (Saldana, 2013) and technological possibilities (e.g., Bazeley, 2003, 2006, 2009; Crutcher, 2003, 2007; Holgraves and Han, 2007; Romero et al., 2007; Dam and Kaufmann, 2008; Taylor et al., 2015). In the ATLAS.ti (v.7) qualitative data analysis program, for example, the text coding feature can be used to supplement the information entered with an object or an audio or video recording.

Researchers now have access to a multitude of software programs that facilitate their work. For those working with indirect observation, the CAQDAS platform (AQUAD6, ATLAS.ti, MAXqda2, NUDIST, NVivo, etc.) offers numerous programs for segmenting and coding text, and there are also open-access programs, such as T-LAB (http://tlab.it/en/presentation.php), IRAMUTEQ (www.iramuteq.org), and those created by the Italian group GIAT (www.giat.org). Numerous considerations are necessary when extracting information from text using content analysis techniques. Content analysis programs have traditionally favored the processing of large, mostly qualitative, bodies of texts, graphs, and audio and video material. The analysis uncovers relational structures (families, networks, etc.) that are relatively stable, or at least appear to be, and are always determined by the choices of the researcher. Nowadays, however, powerful software programs can analyze multiple sources of information to produce code matrices (Vaimberg, 2010) that are of enormous value for analyzing human communication in many fields.

Two programs can be used for both direct and indirect observation. These are HOISAN (Hernández-Mendo et al., 2012) (http://www.menpas.com), which is open-access and is available in several languages (English, Spanish, Portuguese, French) that can be selected from the tab Archivos (Files), and TRANSANA (http://www.transana.com).

QUANTITATIVE PROCESSING OF CODE MATRICES

Rigorous Data Quality Control

The issue of data quality in indirect observation has been widely debated in the literature, with a particular focus on reliability and validity, and concerns have led many psychologists and researchers working in this area to modify their approaches. Both intraobserver and interobserver agreement are important measures of reliability, but they are not the only ones. While reliability is necessary, it alone does not guarantee the validity of a dataset (Krippendorff, 2013).

Krippendorff (2013) was the first author to insist on rigorous data quality control as a requirement for the quantification of data resulting from indirect observation. Thanks to his
TABLE 3 | (a,b) Hypothetical examples of a code matrix derived from a text.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>U1</td>
<td>A</td>
<td>E1</td>
<td>G1</td>
<td>H1</td>
<td></td>
</tr>
<tr>
<td>U2</td>
<td>B</td>
<td>E2</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U3</td>
<td>D</td>
<td>E2</td>
<td>F5</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U4</td>
<td>A</td>
<td>E3</td>
<td>F5</td>
<td>G1</td>
<td>H2</td>
</tr>
<tr>
<td>U5</td>
<td>C</td>
<td>E3</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U6</td>
<td>A</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U7</td>
<td>B</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U8</td>
<td>D</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U9</td>
<td>A</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U10</td>
<td>D</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U11</td>
<td>A</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U12</td>
<td>B</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U13</td>
<td>C</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U14</td>
<td>A</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U15</td>
<td>B</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U16</td>
<td>D</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U17</td>
<td>A</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U18</td>
<td>B</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U19</td>
<td>D</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
<tr>
<td>U20</td>
<td>C</td>
<td>E5</td>
<td>F1</td>
<td>G2</td>
<td>H2</td>
</tr>
</tbody>
</table>

Diary of a patient diagnosed with endogenous depression:

SC = {A B C D}

A: Expressions of sorrow or sadness
B: Expressions of self-perceived improvement
C: Expressions of self-perceived worsening (situation of hopelessness)
D: Expressions of joy at having overcome the problem

[This is an exhaustive and mutually exclusive system of categories, constructed from a theoretical framework (Altimir et al., 2010; Dagnino et al., 2012; Krause et al., 2016)]

Oral mediation situation involving a conflict between the parties A and B, with the assistance of the mediator C:

E = {E1 E2 E3 E4 E5}

F = F1 F2 F3 F4 F5 F6 F7 F8 ...

G = {G1 G2 G3}

H = H1 H2 H3 H4 ...

Dimension E: Verbal behavior
E1: Facilitating elements (greeting, courtesy routines, etc.)
E2: Focused on the crux of the issue
E3: Related to secondary aspects
E4: Neutral sentences not related to the conflict
E5: Conflicitive elements (insults, mockery, etc.)

[This is an exhaustive and mutually exclusive system of categories]

Dimension F: Vocal conduct
F1: Shouting
F2: Speaking in an annoyed tone
F3: Speaking loudly
F4: Speaking while crying
F5: Speaking normally
F6: Speaking softly
F7: Whispering
F8: Silence

[This is a catalog of behaviors; as such, it is an open list and additional codes can be added]

Dimension G: Interacting parties
G1: Party A
G2: Party B
G3: Mediator

[This is an exhaustive and mutually exclusive system of categories]

Dimension H: Expression of displeasure/disagreement
H1: Shaking head to indicate “no”
H2: H1 plus hands clasped
H3: H2 plus bulging eyes
H4: H3 plus clenched jaw

[This is a catalog of behaviors; as such, it is an open list and additional codes can be added]

The columns correspond to the dimensions and the rows to the units into which they were segmented. Codes on the same row reflect concurrent behaviors. The codes are defined in the ad hoc instrument designed for the study.
In such cases, the same verbal behavior or textual material must be coded by the same observer, using the same indirect observation instrument, on three separate occasions, separated by at least a week. The data in the first column are from Table 3b.

Table 4 shows the canonical agreement coefficient calculated in HOISAN for the data in Table 3b, combined with two other sets of data recorded for the same section of text by the same observer and with the same instrument, but at different moments.

**Quantitative Processing of Code Matrices**

Once the text has been liquefied and the necessary data controls performed, the researcher now has access to a series of code matrices perfectly suited for analysis using different techniques.

The novel nature of our proposal is that we do not study frequency counts, which, despite their serious limitations, were the only measure of quantification used in observation studies for decades.

Over the last 15 years, our group has prioritized three analytical techniques that are particularly well-suited to processing qualitative data in both systematic observation (Blanco-Villaseñor et al., 2003) and indirect observation studies. These are lag sequential analysis, polar coordinate analysis, and T-pattern detection. All three techniques are based on statistical calculations and therefore provide the necessary guarantees of replicability and robustness.

**Lag Sequential Analysis**

Lag sequential analysis, which works with code matrices (see example in Table 5), is used to detect behavioral patterns that show the structure of interactive episodes (Bakeman, 1978, 1991; Bakeman and Gottman, 1987; Bakeman and Quera, 1996, 2011). The analysis can be performed prospectively (looking forward in time from a given moment) or retrospectively (looking backwards) using positive or negative lag counts. A behavior, for example, with a lag count of +2 would correspond to a behavior that occurs 2 positions after the behavior(s) of interest, while one with a lag count of −2 would correspond to a behavior that occurs 2 positions before the behavior(s) of interest.

The analysis can be applied to part of a session, to a complete session, to parts of different sessions (e.g., the first few minutes of a series of sessions), or to series of complete sessions. The technique thus offers enormous flexibility in terms of addressing different research questions. Two types of data can be used:
FIGURE 1 | (A–D) The lags are shown on the X-axis and the probabilities on the Y-axis. Based on the results from Table 5b, the values corresponding to the unconditional probabilities (first row) are indicated by the horizontal line parallel to the X-axis (e.g., 0.35 for category A). Also shown are the values for each of the conditional probabilities for each category and lag. These values are linked by a (generally uneven) line for each category. The horizontal line parallel to the X-axis represents the upper limit for the effect of chance. Accordingly, any conditional probabilities in the subsequent lags that are higher than the unconditional probability for the corresponding category are significant and hence form part of the behavioral pattern.

FIGURE 2 | Behavioral pattern extracted after assigning significant conditional behaviors (behaviors with a conditional probability greater than the unconditional probability) to each lag. The behavior pattern extracted from the presented illustration exhibits a regularity consisting of expressions of sorrow or sadness being followed by expressions of self-perceived improvement and these expressions, in turn, being followed by joy at having overcome the problem. From there, the pattern bifurcates, leading either to the initial situation of sorrow and sadness or to expressions of self-perceived worsening.

TABLE 6 | (a) Formula for calculating the corrected unconditional (expected) probability. (b) Table showing the probabilities from Table 5b with the addition of the corrected conditional probabilities in the second row (bold values).

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.35</td>
</tr>
<tr>
<td>A</td>
<td>0.56</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0.28</td>
</tr>
<tr>
<td>C</td>
<td>0.57</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>0.8</td>
</tr>
</tbody>
</table>

These correspond to the upper limit of the confidence interval built around the unconditional probability values, with $p < 0.05$.

data for which only the order of occurrence of concurrent behaviors has been recorded, using any of the free software programs available SDIS-GSEQ v. 4.1.2 (Bakeman and Quera, 2011), GSEQ5 (Bakeman and Quera, 2011), or HOISAN v. 1.6.3.3 (Hernández-Mendo et al., 2012), and data for which both order and duration have been recorded (SDIS-QSEQ and GSEQ5). Lag sequential analysis has been successfully applied in many indirect observation studies conducted over the past 25 years (e.g., Martínez del Pozo, 1993; Arias-Pujol and Anguera, 2004; Cuervo, 2014).

Using the data from Table 3a again, we illustrate how to manually calculate the results for the first, and simple, part of the lag sequential analysis process. The first step is to create tables for the matching frequencies and probabilities (Tables 5a,b) for category A (in our example, expressions of sorrow or sadness), which, according to the hypothesis applied, is the given behavior (the behavior of interest). In row 1, for example, A has a frequency count of 0 because this code does not occur again; B (expressions of self-perceived improvement) has a count of 5 because it occurs after A on five occasions (units 2, 7, 12, 15, and 18); C (expressions of self-perceived worsening) has a count of 1 because it only occurs after A on one occasion (unit 5), similarly to D (expressions of joy at having overcome the problem) (unit 10). In row 2, in turn, A has a count of 2 because it occurs on two occasions (units 6 and 11) in the second position after the given behaviors (units 4 and 9, respectively); B has a count of 0 because it does not occur in the second position after the given behavior; and C has a count of 1 because it occurs just once (unit 13) in the second position after the given behavior (unit 11), and so on.

The data are analyzed to search for behavioral patterns, with consideration of some or all of the other behaviors, known as target behaviors, to see if they form part of the pattern(s) detected.

The information for each of the categories is shown on a graph with the lags on the X-axis and the probability values (ranging between 0 and 1) on the Y-axis. Each of the four Figures 1A–D, shows the value of the unconditional probability (the line parallel to the Y-axis) and the points corresponding to the conditional probability of each lag.

Based on this simple visual output and considering all the statistically significant categories at each lag (i.e., the categories with a conditional probability value greater than that of the...
unconditional probability), we extracted the behavioral pattern shown in Figure 2. The strength of patterns is assessed using interpretative rules (Bakeman and Gottman, 1987). In the example provided, the first lag that is followed by another lag containing significant categories is considered to be the last lag (max lag) in the pattern (lag 3 in the example).

The robustness of the pattern must then be further strengthened by building a confidence interval around the unconditional probabilities, for which only the upper limit is needed. This upper limit is used to determine whether a given category will form part of the pattern at the lag being analyzed, as the conditional probability obtained has to be higher than unconditional probability. The lower limit, by contrast, will always be lower than the unconditional probability and as such, will never be significant. Application of this confidence interval increases the requirements for statistical significance for the categories at each lag, resulting in a more robust corrected pattern.

The results obtained by applying the formula corresponding to the corrected expected or unconditional probability (shown in Table 6a) are presented in Table 6b, which is an extension of Table 5b.

TABLE 7 | Adjusted residuals and corresponding Z-values from the polar coordinate analysis with A as the focal behavior or category and B, C, and D as the conditional behaviors.

<table>
<thead>
<tr>
<th>Lag</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>Adjusted Residuals</td>
</tr>
<tr>
<td>−5</td>
<td>1.94</td>
</tr>
<tr>
<td>−4</td>
<td>−1.936</td>
</tr>
<tr>
<td>−3</td>
<td>1.253</td>
</tr>
<tr>
<td>−2</td>
<td>−0.125</td>
</tr>
<tr>
<td>−1</td>
<td>−2.121</td>
</tr>
<tr>
<td>0</td>
<td>4.359</td>
</tr>
<tr>
<td>+1</td>
<td>−2.121</td>
</tr>
<tr>
<td>+2</td>
<td>−0.125</td>
</tr>
<tr>
<td>+3</td>
<td>1.253</td>
</tr>
<tr>
<td>+4</td>
<td>−1.936</td>
</tr>
<tr>
<td>+5</td>
<td>1.94</td>
</tr>
</tbody>
</table>

The analysis was performed in HOISAN.

TABLE 8 | Polar coordinate analysis results showing the length and angle of the different vectors, the quadrant in which each vector is located, and the Z_{sum} values (Cochran, 1954) from the prospective and retrospective perspectives.

<table>
<thead>
<tr>
<th>Category</th>
<th>Quadrant</th>
<th>Prospective</th>
<th>Retrospective</th>
<th>Length</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC_A</td>
<td>II</td>
<td>−0.44</td>
<td>−0.44</td>
<td>0.63</td>
<td>225</td>
</tr>
<tr>
<td>SC_B</td>
<td>IV</td>
<td>0.53</td>
<td>−0.13</td>
<td>0.54</td>
<td>346.19</td>
</tr>
<tr>
<td>SC_C</td>
<td>II</td>
<td>−0.38</td>
<td>0.52</td>
<td>0.65</td>
<td>125.79</td>
</tr>
<tr>
<td>SC_D</td>
<td>I</td>
<td>0.4</td>
<td>0.09</td>
<td>0.41</td>
<td>12.6</td>
</tr>
</tbody>
</table>

In the presented situation, A is the focal behavior, so the results show how expressions of sorrow or sadness activate expressions of self-perceived improvement (Quadrant IV) or joy at having overcome the problem (Quadrant I). The focal behavior is not self-generating (Quadrant III). Additionally, expressions of sorrow or sadness do not generate self-perceived worsening (Quadrant II), although self-perceived worsening does generate the focal behavior.
FIGURE 5 | First of the 13 T-patterns detected in the data from Table 3a (p < 0.05).

A second optimization step involving the calculation of adjusted residuals or hypergeometric Z-values (Allison and Liker, 1982) is also possible but cannot be done manually.

Figure 4 shows the corrected behavioral pattern extracted from the data in Table 6b. As shown, it is different to the uncorrected pattern shown in Figure 3. Note that in both cases, A, the given behavior, is statistically associated with B at the first lag and D at the second lag.

Lag sequential analysis is the first of the three key techniques we use in our text-liquefying approach to indirect observation. It has been widely used in systematic observation studies from a range of areas published in journals listed in the Journal Citations Report (JCR) (e.g., Gimeno et al., 2006; Lapresa et al., 2013; Roustan et al., 2013).

Polar Coordinate Analysis

Polar coordinate analysis, which was proposed by Sackett (1980), combines adjusted residuals from lag sequential analysis and the Z_sum statistic (Cochran, 1954). This statistic provides a representative value for a series of independent values (adjusted residuals at different prospective or retrospective negative lags) to produce prospective and retrospective Z_sum values. Sackett (1980) recommended using the same number of prospective and retrospective lags. Based on experience to date (Sackett, 1987; Anguera and Losada, 1999), we suggest analyzing at least five prospective lags and five retrospective lags (−5 to +5).

The results of the computation determine the quadrant in which the different vectors are located and indicate their respective lengths and angles (Sackett, 1980). Vectors provide information on the nature of the relationship (prospective/retrospective activation/inhibition) between a focal behavior, which is equivalent to a given behavior in lag sequential analysis, and other categories of interest, known as conditional behaviors. The concept of genuine retrospectivity (Anguera, 1997) was introduced at a later stage to improve the classic concept of retrospectivity. The genuine retrospective approach considers negative lags from a backwards rather than a forwards perspective, i.e., it looks at what happened from lag 0 back to lag −5 rather than from lag −5 to lag 0.

Adjusted residuals, Z-values, and vector length and angles can all be computed in the open-access software program HOISAN (v. 1.6.3.3) (Hernández-Mendo et al., 2012), which also includes a feature to produce the results in graph form.

The meaning of the vectors (see below) varies according to the quadrant in which they are located, and the position of a vector in one quadrant or another is determined by the combination of positive or negative signs on the prospective and retrospective Z_sum values. In quadrant I (+ +), the focal and conditional behaviors activate each other; in quadrant II (− +), the focal behavior inhibits and is activated by the conditional behavior; in quadrant III (− −), the focal and conditional behaviors inhibit each other; and in quadrant IV (+ −), the focal behavior activates and is inhibited by the conditional behavior. The length of
the vectors indicates the strength (statistical significance) of the association between the focal and conditional behaviors.

To illustrate briefly how the technique works, we used the data from **Table 3a** to produce a vector map showing the relationships between A, the focal behavior (in our example, expressions of sorrow or sadness), and categories B (expressions of self-perceived improvement), C (expressions of self-perceived worsening), and D (expressions of joy at having overcome the problem), the conditional behaviors. **Table 7** shows the values for the adjusted residuals and corresponding Zsum values, while **Table 8** shows the length and angle of the vectors for each of the conditional behaviors. The corresponding vectors are shown in **Figure 4**.

The strongest association detected for the focal behavior A (apart from with itself) was with B (in quadrant IV, with a vector length of 0.54), followed by D (quadrant I, with a vector length of 0.41). Although A and C have the longest vector (0.65), the fact that C is located in quadrant II (because its angle is 125.79°) means that A inhibits rather than activates C. C does not appear because its excitatory activity was insignificant.

Readers can find numerous examples of the application of polar coordinate analysis in a wide range of fields in direct observation (e.g., Gorospe and Anguera, 2000; Herrero Nivela, 2000; Anguera et al., 2003; Castañer et al., 2016, 2017; López et al., 2016; Aragón et al., 2017; Morillo et al., 2017; Santoyo et al., 2017; Suárez et al., 2018), and more recently indirect observation (e.g. Arias-Pujol and Anguera, 2017).

### T-Pattern Detection

T-pattern detection was proposed and developed by Magnusson (1996, 2000, 2005, 2016). It involves the use of an algorithm that calculates the temporal distances between behaviors and analyzes the extent to which the critical interval remains invariant relative to the null hypothesis that each behavior is independently and randomly distributed over time. It needs data, in the form of code matrices, for which the duration of each co-occurrence has been recorded. Microanalyses of data are also possible and very useful (Anguera, 2005). The software program, Theme (v. 6 Edu), features different settings that can be modified to obtain complementary results that, analyzed together, can provide a greater understanding of interactive transitions over time. Theme is an open-access software program that provides all the necessary features for analyzing data and presenting the results graphically as dendrograms or tree diagrams.

As with lag sequential and polar coordinate analysis, we have also used the data from **Table 3a** to illustrate the use of T-pattern detection. It should be noted that the method applied is rather unconventional, as the temporal distance parameter was set at 1 in all cases.

**Figure 5** shows the first of the 13 T-patterns obtained ($p < 0.05$). Note that despite the small size of the dataset, Theme detected a primary relationship between A and B (between expressions of sorrow or sadness and expressions of self-perceived improvement) and A and D (between expressions of sorrow or sadness and expressions of joy at having overcome the problem), as shown graphically in **Figure 5**.

Examples of the application of T-pattern detection can be found in studies by Castañer et al. (2013), Diana et al. (2017), Lapresa et al. (2013), and Sarmento et al. (2015) in direct observation and by Blanchet et al. (2005) and Baraud et al. (2016) in indirect observation.

### Complementary Use of Techniques

Although the specifics of lag sequential analysis, polar coordinate analysis, and T-pattern detection differ, all three techniques serve to analyze and increase understanding of the internal structure of verbal or textual material derived from indirect observation. In addition, they can be applied to the same data to provide complementary insights and unveil invisible structures hidden within data. Their relevance is even greater in indirect observation studies where data have traditionally been analyzed from a purely qualitative perspective.

The convergence of results from three different quantitative approaches is a cause for celebration in a field such as indirect observation, where studies to date have largely relied on frequency counts or on qualitative approaches, which of course have their merits but are prone to considerable subjectivity bias.

There is growing interest in combining these techniques to gain a greater understanding of behavioral patterns that remain hidden to the naked eye. Two recent examples can be found in the studies of Santoyo et al. (2017) and Tarragó et al. (2017).

### ADAPTED METHODOLOGICAL PROCEDURE FOR CONDUCTING AN INDIRECT OBSERVATION STUDY BASED ON TEXT LIQUEFACTION

We have presented a structured procedure detailing the successive stages of the method we propose for studying verbal behavior and/or textual material in an indirect observation study (**Table 9**). Our aim was not to offer a general approach to systematic observation from the perspective of indirect observation, as guidelines already exist for the reporting of systematic studies within observational methodology (Portell et al., 2015a). Our aim rather was to introduce the reader to the key concepts of indirect observation studies and provide step-by-step guidance on how to perform such a study. The procedure we propose is summarized in **Table 9** and has already been applied in studies from different fields (Vaimberg, 2010; García-Fariña et al., 2016; Arias-Pujol and Anguera, 2017).

### CONCLUSIONS AND LIMITATIONS

Within the broad framework of mixed methods, we have presented indirect observation as a structured method consisting of different steps designed to guarantee scientific rigor. The method consists of the quantitization of qualitative data derived from verbal or textual material to produce code matrices which, following appropriate organization and rigorous quality control procedures, can be analyzed using robust, rigorous, and objective
techniques. In a sense, we liquefy the text into a form suitable for quantitative analysis.

Although the materials that support direct and indirect observation are different, the methodological proposal described in this paper shows that both forms of observation share a systematic procedure in which adequately trained observers apply a robust, reliable purpose-designed observation instrument to produce quantitative indicators of the many processes underlying everyday behavior. The main strengths of our approach are that it enables the merging of data from different sources and offers the possibility of taking advantage of the continuous advances in information and communication technologies to study aspects of biopsychosocial behavior in everyday contexts. There are two main limitations. On the one hand, the dimensions in an indirect observation study depend largely on a theoretical framework and a conceptual framework, and these may be lacking. On the other hand, observation instruments comprising category systems, either alone or combined with a field format, also require a theoretical framework. However, the proposed approach has the advantage of allowing all data obtained from narratives to be included in the study, even those which do not fit with the theoretical framework or are contradictory. In fact, the validation of the coding process entails, among other things, checking that no new information has been added, that no information has been eliminated, and that the meaning of the information has not been altered. In this way, there is no omission of information that could lead to bias. This information can be included using bottom-up or top-down processes (Anguera, 1991; Anguera et al., 2007), in other words, the narratives are categorized on the basis of the chosen theoretical framework (top-down) and the theoretical framework is adapted on the basis of the narratives given (bottom-up). An

<table>
<thead>
<tr>
<th>Methodological action</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Guidelines for Indirect Observation (Liquefying a Text)</strong></td>
<td></td>
</tr>
<tr>
<td>Define the research question</td>
<td>Focus the question on aspects that can be clearly delimited.</td>
</tr>
<tr>
<td>Delimit the source(s) of verbal or textual information using clearly specified criteria (setting, participants, situations, etc.)</td>
<td>Take all necessary decisions about the sources of data, such as type, volume, time frame, geographic location (if relevant) vs. online, etc.</td>
</tr>
<tr>
<td>Specify the study dimensions</td>
<td>After a detailed analysis of the theoretical framework, decide on the dimensions (or facets) of the research question.</td>
</tr>
<tr>
<td>Establish the text segmentation criteria</td>
<td>If the study is multidimensional, choose the primary dimension and define the segmentation criteria accordingly. This step will influence the segmentation of all the other dimensions, which will be considered secondary for this purpose.</td>
</tr>
<tr>
<td>Build an ad hoc observation instrument</td>
<td>Consider the number of dimensions, the existence or not of a theoretical framework, and the temporal nature of the subject of study (process vs. atemporal situation). Validate the coding process.</td>
</tr>
<tr>
<td>Code the data and create code matrices</td>
<td>Apply the codes from the observation instrument to the data to transform or ‘liquefy’ the primary material (verbal behavior or textual material) into matrices of codes suited for quantitative analysis.</td>
</tr>
<tr>
<td>Computerize the codes</td>
<td>Depending on the features of the software programs available, convert the dataset into a computerized format.</td>
</tr>
<tr>
<td>Merge/divide the code matrices in accordance with specific research questions</td>
<td>These data block management operations must be highly flexible as it may sometimes be necessary to jointly analyze several code matrices or to analyze parts of the same matrix separately.</td>
</tr>
<tr>
<td>Apply rigorous data quality controls</td>
<td>Rigorous data controls prior to the analysis of the data are essential for preventing possible biases from skewing the results. Such controls are necessary as the datasets are prone to subjectivity bias. Each set of textual units should be coded at least three times (by the same observer or by different observers).</td>
</tr>
<tr>
<td>Analyze the data quantitatively using a suitable technique or techniques</td>
<td>Once the quality of the dataset has been confirmed, the code matrices can be analyzed quantitatively to reveal underlying structures in the form of significant associations between codes. Choose the most appropriate technique depending on the aim of the analysis.</td>
</tr>
<tr>
<td>Analyze convergent or complementary results if various techniques have been used</td>
<td>Compare and analyze similarities detected using different techniques and explore possible explanations for divergent results.</td>
</tr>
<tr>
<td>Evaluate the strengths and weaknesses of the study</td>
<td>The detection of strengths will allow you to argue the objectivity, rigor, and robustness of the study. Consider potential weaknesses by critically appraising the methodology, studying the literature, and evaluating the consistency of the theoretical framework.</td>
</tr>
<tr>
<td>Interpret your results</td>
<td>Interpret your results by analyzing them in the light of your research question(s) and considering similarities and differences reported by related studies.</td>
</tr>
<tr>
<td>Conduct a thorough and up-to-date literature review (although this is mentioned as the last step, relevant literature should be investigated and read throughout the study)</td>
<td>Conduct an exhaustive preliminary literature review and then apply rigorous filters as appropriate.</td>
</tr>
</tbody>
</table>
exclusively quantitative study would entail the loss of sensitive and relevant information about the spontaneous behavior, as it would require excluding all variables not envisaged in the chosen theoretical framework. Hence our insistence on the enormous potential of mixed methods research, which suitably integrates both qualitative and quantitative elements.

This work presented a novel approach, based on sequence of occurrence, for transforming qualitative data into quantitative data that can be analyzed using robust quantitative techniques. Additionally, it is important to note that it is possible, at any time during the analysis, to return from the quantitative data to the narrative data. As a result, this approach presents advantages of both qualitative and quantitative methods, at the same time it covers weaknesses of both methods.
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Preliminary Checklist for Reporting Observational Studies in Sports Areas: Content Validity
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Observational studies are based on systematic observation, understood as an organized recording and quantification of behavior in its natural context. Applied to the specific area of sports, observational studies present advantages when comparing studies based on other designs, such as the flexibility for adapting to different contexts and the possibility of using non-standardized instruments as well as a high degree of development in specific software and data analysis. Although the importance and usefulness of sports-related observational studies have been widely shown, there is no checklist to report these studies. Consequently, authors do not have a guide to follow in order to include all of the important elements in an observational study in sports areas, and reviewers do not have a reference tool for assessing this type of work. To resolve these issues, this article aims to develop a checklist to measure the quality of sports-related observational studies based on a content validity study. The participants were 22 judges with at least 3 years of experience in observational studies, sports areas, and methodology. They evaluated a list of 60 items systematically selected and classified into 12 dimensions. They were asked to score four aspects of each item on 5-point Likert scales to measure the following dimensions: representativeness, relevance, utility, and feasibility. The judges also had an open-format section for comments. The Osterlind index was calculated for each item and for each of the four assessed aspects. Items were considered appropriate when obtaining a score of at least 0.5 in the four assessed aspects. After considering these inclusion criteria and all of the open-format comments, the resultant checklist consisted of 54 items grouped into the same initial 12 dimensions. Finally, we highlight the strengths of this work. We also present its main limitation: the need to apply the resultant checklist to obtain data and, thus, increase quality indicators of its psychometric properties. For this reason, as relevant actions for further development, we encourage expert readers to use it and provide feedback; we plan to apply it to different sport areas.

Keywords: checklist, reporting, observational studies, sports area, content validity, experts, Osterlind index
INTRODUCTION

Observational studies are mainly based on systematic observation, understood as an organized recording and quantification of behavior in its natural context (Anguera, 1979, 1996, 2003). These types of studies involve a low level of intervention (Chacón-Moscoso et al., 2013). Observational studies present the following important advantages compared to those with a medium or high level of intervention (Portell et al., 2015), such as: (1) they can be adapted to any situation in any setting and (2) they do not need standardized measurement instruments because the context of the study is prioritized and, as a consequence, the use of ad hoc instruments is accepted.

Observational studies are commonly used in many areas, such as social (Anguera and Redondo, 1991; Santoyo and Anguera, 1992), psycho-pedagogical (Moya et al., 2012; Herrero-Nivela et al., 2014), clinical (Roustan et al., 2013; Arias et al., 2015), or sport (Weigelt and Memmert, 2012; Anguera and Hernández-Mendo, 2014) studies. The concrete field of observational methodology, as applied to sports, currently benefits from the advanced development of statistical analyses and specific software to study men and women’s sports-related behaviors in order to obtain indicators to improve their performance (Anguera and Hernández-Mendo, 2015; Anguera et al., 2017, 2018). For example, (1) sequential analysis of behaviors using SDIS-GSEQ software (Bakeman and Quera, 2011) has been developed to establish model sequences by high-level sportmen and women (Castelão et al., 2015); (2) the use of polar coordinate analysis by means of HOISAN software (Hernández-Mendo et al., 2012) enables the study of interrelations between different categories of observational tools in different sports, such as tae kwon do (López-López et al., 2015), handball (Sousa et al., 2015), or soccer (Castellano and Hernández-Mendo, 2003; Castañer et al., 2016); and (3) T-pattern analysis using Theme software (Magnnusson, 1996, 2000) can be applied to discover hidden structures in the observed behavior that are not directly visible in elite climbing (Arbulu et al., 2016), futsal (hard-court soccer, Sarmento et al., 2016), synchronized swimming (Iglesias et al., 2015), or bouts epee (fencing, Tarrag et al., 2015).

Although observational studies are frequently used and their utility in different contexts has been widely proven, a tool to measure the reporting quality of these types of studies does not exist, nor does a specific one for sports areas (Portell et al., 2015). This lack causes important consequences for observational studies in sports areas: (1) the author’s report is the unique information we usually have about primary studies (Altman et al., 2001; Grimshaw et al., 2006; Cornelius et al., 2009). As authors do not have a checklist for reporting, transparency may be affected, and important information for assessing the quality of the study and, therefore, its degree of risk of bias, may be omitted (Portell et al., 2015). (2) Authors who want to publish these kinds of studies do not have a checklist to confirm that all the important elements were considered in the study and included in the report, and reviewers of these same studies lack a useful tool for determining the indicators to consider when accepting or rejecting their publication in a scientific journal (Chacón-Moscoso et al., 2016).

Checklists to measure the quality of the reporting of primary studies in general, without specifying the design type, have previously been published, e.g., by the Journal Article Reporting Standards (JARS) (American Psychological Association, 2010). In addition, as a consequence of the differences existing across designs, checklists with the same purpose but for specific study designs have been published (Portell et al., 2015; Chacón-Moscoso et al., 2016). For example, for high-intervention designs (randomized control trials), we have the Consolidated Standards of Reporting Trials (CONSORT) (Schulz et al., 2010); for epidemiological studies, such as cohort, case-control, and cross-sectional studies, we have the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) statement (von Elm et al., 2007); (3) for intensive repeated measurements in naturalistic settings, we have the Guidelines for Reporting Momentary Studies (Stone and Shiffman, 2002); (4) for qualitative studies, we have the Guidelines for Qualitative Research Methodologies (Bignault and Ritchie, 2009); and (5) for mixed methods, we have the Guidelines for Conducting and Reporting Mixed Research for Counselor Researchers (Leech and Onwuegbuzie, 2010). The current standard for low-intervention studies is the Guidelines for Reporting Evaluations Based on Observational Methodology (GREOM) (Portell et al., 2015; included in the EQUATOR library: http://www.equator-network.org/reporting-guidelines/guidelines-for-reporting-evaluations-based-on-observational-methodology/) which, combined with JARS, provides a general view of the structural characteristics of observational designs that must be considered for evaluation in low-intervention situations without specifying any concrete area.

The aim of this work is to develop a checklist to measure the quality of the reporting of sports-related observational studies. This checklist will further clarify the general guidelines presented in the GREOM; determine the main quality indicators of the reporting of sports-related observational studies; serve as a useful tool for authors conducting and publishing observational studies in this area, as well as for reviewers making decisions for publications; and present indicators of the representativeness (REP), relevance (REL), utility (U), and feasibility (F) of the developed tool to measure the quality of the reporting based on a content validity study.

METHODS

Participants

Twenty-two of the 43 potential candidates who were contacted opted to participate in the study, resulting in a participation rate of 51.2%. The inclusion criteria for eligibility were a minimum of 3 years of experience in observational studies, sports areas, and methodology. The sample participants were between 31 and 70 years old [mean (M) = 45.9, standard deviation (SD) = 11.3], including 17 men (77.3%) and 5 women (22.7%). Their years of experience in methodology were between 3 and 44 (M = 17.1, SD = 11.7). Their years of experience in observational studies ranged from 3 to 35 (M = 13.6, SD = 9.3). Finally, their years of experience in sports areas ranged between 3 and 40 (M = 19.9, SD = 10).
The main dedication and sports interest of these experts was in the area of physical education (8 participants, 36.4% of the sample), understood as the set of disciplines that aim to develop the human body through sports participation and encourages psychomotor learning in a game-like setting or through movement exploration. This is a commonly introduced subject in primary and secondary education curricula (Woodward, 2016). The second most frequent area of interest was high-performance sports (five participants, 22.7%), referring to the type of activity (individual and team) in competition contexts (Harenberg et al., 2016). The third area of interest was sport initiation (4 participants, 18.2%), the process by which a person makes contact with new experiences in a physical activity or sport (Thomas et al., 2015). The areas of health, sports, and physical education (a set of educational, sporting, and organizational practices to promote well-being and health; Williams and Macdonald, 2015) and adapter sports (sports practices of people with some kind of physical and/or psychological disability; Park and Sinelnikov, 2016) were chosen by two participants each (9.1%). Finally, one participant (4.5%) chose technology, defined as the tools aimed to improve athletes’ sports performance in order to set personal records and, thus, be more competitive (Hardcastle et al., 2015).

**Instruments**

Appendix I in Supplementary Material presents the instrument we designed to enable content validity experts to determine the main aspects of sports-related observational studies. It is composed of 60 items representing 12 dimensions from the GREOM (Portell et al., 2015): (1) Extrinsic characteristics (1 item); (2) Objectives delimitation (6 items); (3) Observational design (3 items); (4) Participants (9 items); (5) Context-setting (11 items); (6) Observational instrument (7 items); (7) Recording instrument (6 items); (8) Data (3 items); (9) Parameter specification (2 items); (10) Observational sampling (6 items); (11) Data quality control (5 items); and (12) Data analysis (1 item).

For the content validity study, four 5-point Likert scales (Sanduvete-Chaves et al., 2013) were associated with each item to be assessed by the experts referring to four different aspects with respect to its dimension: (1) REP referred to the degree to which each item represented the dimension to which it had been assigned; (2) REL was defined as the extent to which each item was important or highlighted something of the dimension in which it was included; (3) U referred to the extent to which each item was useful to evaluate the dimension to which it was assigned; and (4) F was defined as the possibility of recording information about each item. Additionally, an open-format item (comments) was available for experts who wished to propose something new, such as improving the writing of an item or exchanging it for something more appropriate.

This instrument was available in two formats: the Internet format using Google Drive Forms and a paper version. Microsoft Excel was used for the data analysis.

**Procedure**

Ethical approval and written informed consent were not needed for our study, as the participants were experts, a non-vulnerable group, and the information gathered was professional opinions about the adequacy of different items used to report observational studies, without medical, clinical, or personal implications.

**Item Selection and Assignment to Dimensions**

We delimited the main dimensions of observational studies and a list of items to measure those dimensions based on three information sources: (1) A systematic review (Chacón-Moscoso et al., 2016) was conducted of 12 databases that were of interest due to their content (Web of Science, Scopus, Springer, EBSCO Online, Medline, CINAHL, EconLit, MathSciNet, Current Contents, Humanities Index, ERIC, and PsycINFO). We found 548 different ways to measure methodological quality in primary studies. From this total, some of the tools were general reporting standards not specific to any particular research design (e.g., Zaza et al., 2000; American Educational Research Association, 2006; American Psychological Association, 2010; Möhler et al., 2012), while others were specific reporting standards for research designs with some similarities to observational designs (Stone and Shiffman, 2002; Tong et al., 2007; Blignault and Ritchie, 2009; Pluye et al., 2009; Leech and Onwuegbuzie, 2010). (2) The GREOM (Portell et al., 2015) represents the specific guidelines for developing observational studies. As an illustrative example of the GREOM’s high degree of influence over the list of items gathered, apart from the common structure, we can see the direct correspondence in dimensions of the present checklist 6 Observational instrument, 7 Recording instrument, and 9 Parameters specification, according to section B2 Instruments of GREOM, including the guidelines 7 Observation instrument, 8 Primary recording parameters, and 9 Recording instruments. (3) The final dimension involves sports-related observational studies found in the previously cited databases (Anguera and Hernández-Mendo, 2015).

Two coders separately studied the degree of agreement in the items dimension assigned and intercoder reliability (Nimon et al., 2012; Stolarova et al., 2014) was studied by calculating Cohen’s κ (Cohen, 1960). Any disagreements were resolved by consensus.

**Content Validity Study**

Once the 60 items were selected and assigned to one of the 12 dimensions chosen, the experts were asked, through 5-point rating scales, about the REP, REL, U, and F of each item with respect to its dimension.

The instrument was sent to experts in English (Appendix I in Supplementary Material) or Spanish (Supplementary Material), depending on their native language. We provided the access link to the instrument in Google Drive by sending an email to the potential experts that satisfied the participant’s inclusion criteria. Fifteen days later, we reminded the participants that the instrument was available to be fulfilled in the same link. After another 15 days, we made the last call for answers in the same way. After a final 15 days, the application was definitively closed. As part of the final gathering stage, the same instrument was available in paper format for all of the participants (who worked in observational studies, methodology, and sports areas) at the VII European Congress of Methodology, held in Palma de Mallorca (Spain) in July 2016. Throughout the entire process, the information was gathered anonymously.
After gathering the information, the Osterlind index of congruence (Osterlind, 1998) was calculated for each item and each aspect measured (REP, REL, U, and F). The formula used was:

\[
t_k = \frac{(N - 1) \sum_{j=1}^{n} X_{ijk} + N \sum_{j=1}^{n} X_{jk} - n \sum_{j=1}^{n} X_{jk}}{2(N - 1)n}
\]

where \( N \) = number of dimensions (12 in this case), \( X_{ijk} \) = score provided by each expert to each item referred to each aspect measured, and \( n \) = number of experts. The scores were provided in a 5-point Likert scale (−1 = strongly disagree, 0 = neither agree nor disagree, 0.5 = agree, and 1 = strongly agree) instead of the classical one with 3 points, to make the achievement of high results slightly difficult, as the 5-point version is more conservative (Revised Osterlind Index, Sanduvieta-Chaves et al., 2013).

The results of the previous formula ranged from −1 to +1. Minus one implied a total agreement among the experts, indicating that all answered that they disagreed strongly; 1 meant a total agreement among the experts, positioning all in strong agreement; and 0 represented the highest possible disagreement among the experts.

Based on the criteria (Osterlind, 1998), items that obtained a score of 0.5 or higher on the four aspects measured were included in the final version of the checklist for reporting observational studies.

**RESULTS**

The assignment of the 60 items selected to the 12 dimensions made by two independent researchers obtained a degree of consensus of \( \kappa = 0.76 \) (\( p < 0.001 \)) and a 95% confidence interval (CI) of [0.646, 0.874]. This result can be considered appropriate (Landis and Koch, 1977).

Forty-three experts were contacted by email to fulfill the content validity questionnaire. A total of 14 experts answered via Google Drive. Two participants sent their responses after the first call for answers, five participants answered in the second round, and seven additional experts gave their opinions in the final round. Additionally, eight experts fulfilled the questionnaire in paper format during the VII European Congress of Methodology (July 2016). The total number of answers gathered was 22. According to Prieto and Muñiz (2000), a number of experts ranging from 10 to 30 through a systematic procedure can be considered a moderate sample size.

Table 1 presents the Osterlind indexes obtained for each item referring to REP, REL, U, and F. Fifty-three items met the criterion of having a result of 0.5 or higher in these four aspects. Only seven items were removed because they did not meet this criterion: those in dimension 4 referred to the participants, items 12 (cultural background), 13 (socio-economic level), 17 (differential exclusion of participants), and 18 (participants' allocation); those in dimension 5 referred to the context (setting), item 24 (number of non-observable periods); those in dimension 6 referred to the observational instrument, item 34 (criteria that lead to the catalogs and categories systems); and those in dimension 9 referred to the parameters specification, item 48 (parameters fitting). The removed items appear in bold text in Table 1.

Analyzing all of the items as a whole and taking into account that the possible results ranged from −1 to 1, we found that, in REP, \( Mdn = 0.71 \) (SD = 0.14), with the values ranging from 0.3 to 0.98; in REL, \( Mdn = 0.69, SD = 0.16, range = 0.21–1; \) in U, \( Mdn = 0.69, SD = 0.15, range = 0.33–0.98; \) finally, in F, \( Mdn = 0.73, SD = 0.14, range = 0.28–0.93. \)

Table 2 presents the open-format comments made by the experts and the actions developed in order to follow their advice. From a total of 22 different comments, all were followed with the exception of one (item 11), to which we made only a partial change. Four comments did not imply changes because they referred to items excluded by the Osterlind index results.

All of the comments presented were provided by only one expert, except those referring to the graduation of the answers for some dichotomous items, which were proposed by five experts.

Appendix II in Supplementary Material presents the final version of the checklist for reporting sports-related observational studies after making the changes derived from the results of the Osterlind indexes and the experts’ open-format comments. One proposal provided in open format was to add one more item. Originally, the instrument presented 60 items, and 7 were removed due to the Osterlind indexes, resulting in the inclusion of 54 items in the final version.

**DISCUSSION**

We propose a 54-item and 12-dimension checklist to measure the reporting quality of observational studies in sports areas. Its use by authors and reviewers may contribute to the increased transparency of these studies, as it lists the main aspects to consider and delimit when designing, executing, or evaluating observational studies in sports areas. The importance of this checklist resides in its exclusivity, considering that no other tool with this same purpose exists in the literature. There are other checklists available with the same objective as our proposal, that is, to measure the quality of reporting, although to be applied in other contexts (e.g., in orthopedics, Mundi et al., 2008) and other kinds of designs (e.g., in orthopedics and randomized control trials, Chan and Bhandari, 2007). Additionally, there are checklists in sports (e.g., Arnold and Schilling, 2017), but in designs different from observational studies (Anguera et al., 2018; as guidelines created for this methodology, readers can see the GREOM included in the EQUATOR library: http://www.equator-network.org/reporting-guidelines/guidelines-for-reporting-evaluations-based-on-observational-methodology/). On other occasions, we find checklists applied to similar designs (e.g., STROBE for epidemiological studies, von Elm et al., 2007), although not exactly for observational studies understood as an organized recording and quantification of behavior in its natural context.

These checklists present some characteristics in common with our proposal, such as the format (closed-ended questions) or
### TABLE 1 | Osterlind indexes obtained for each item in representativeness (REP), relevance (REL), utility (U), and feasibility (F).

<table>
<thead>
<tr>
<th>Item</th>
<th>REP</th>
<th>REL</th>
<th>U</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DIMENSION 1. EXTRANSCIC CHARACTERISTIC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Publication type</td>
<td>0.90</td>
<td>0.93</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td><strong>DIMENSION 2. OBJECTIVES DELIMITATION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Problem delimitation, sport</td>
<td>0.77</td>
<td>0.93</td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td>3. Problem delimitation, general objectives</td>
<td>0.93</td>
<td>1</td>
<td>0.95</td>
<td>0.93</td>
</tr>
<tr>
<td>4. Problem delimitation, specific objectives</td>
<td>0.93</td>
<td>0.90</td>
<td>0.88</td>
<td>0.85</td>
</tr>
<tr>
<td>5. Reference to theoretical framework</td>
<td>0.71</td>
<td>0.81</td>
<td>0.79</td>
<td>0.74</td>
</tr>
<tr>
<td>6. Specification of response levels</td>
<td>0.82</td>
<td>0.83</td>
<td>0.80</td>
<td>0.78</td>
</tr>
<tr>
<td>7. Specification of participation degree</td>
<td>0.70</td>
<td>0.76</td>
<td>0.70</td>
<td>0.73</td>
</tr>
<tr>
<td><strong>DIMENSION 3. OBSERVATIONAL DESIGN</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Specification of observational design for each objective</td>
<td>0.86</td>
<td>0.83</td>
<td>0.93</td>
<td>0.90</td>
</tr>
<tr>
<td>9. Justification of the observational design</td>
<td>0.81</td>
<td>0.79</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td>10. Sequence data are obtained</td>
<td>0.50</td>
<td>0.79</td>
<td>0.70</td>
<td>0.60</td>
</tr>
<tr>
<td><strong>DIMENSION 4. PARTICIPANTS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Age</td>
<td>0.50</td>
<td>0.58</td>
<td>0.66</td>
<td>0.66</td>
</tr>
<tr>
<td>12. Cultural background</td>
<td>0.34</td>
<td>0.21</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>13. Socio-economic level</td>
<td>0.50</td>
<td>0.36</td>
<td>0.33</td>
<td>0.28</td>
</tr>
<tr>
<td>14. Sport modality</td>
<td>0.55</td>
<td>0.64</td>
<td>0.65</td>
<td>0.80</td>
</tr>
<tr>
<td>15. Professionalism</td>
<td>0.60</td>
<td>0.62</td>
<td>0.60</td>
<td>0.58</td>
</tr>
<tr>
<td>16. Global exclusion of participants</td>
<td>0.57</td>
<td>0.40</td>
<td>0.42</td>
<td>0.52</td>
</tr>
<tr>
<td>17. Differential exclusion of participants</td>
<td>0.57</td>
<td>0.50</td>
<td>0.42</td>
<td>0.40</td>
</tr>
<tr>
<td>18. Participants’ allocation</td>
<td>0.68</td>
<td>0.62</td>
<td>0.68</td>
<td>0.75</td>
</tr>
<tr>
<td><strong>DIMENSION 5. CONTEXT (SETTING)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20. Place (location)</td>
<td>0.61</td>
<td>0.62</td>
<td>0.63</td>
<td>0.83</td>
</tr>
<tr>
<td>21. Social impact of the activity</td>
<td>0.59</td>
<td>0.52</td>
<td>0.53</td>
<td>0.63</td>
</tr>
<tr>
<td>22. Time frame</td>
<td>0.66</td>
<td>0.67</td>
<td>0.73</td>
<td>0.75</td>
</tr>
<tr>
<td>23. Session acceptance criteria</td>
<td>0.68</td>
<td>0.64</td>
<td>0.70</td>
<td>0.65</td>
</tr>
<tr>
<td>24. Number of non-observable periods</td>
<td>0.66</td>
<td>0.55</td>
<td>0.55</td>
<td>0.45</td>
</tr>
<tr>
<td>25. Duration of non-observable periods</td>
<td>0.73</td>
<td>0.71</td>
<td>0.75</td>
<td>0.73</td>
</tr>
<tr>
<td>26. Total results indication</td>
<td>0.73</td>
<td>0.69</td>
<td>0.65</td>
<td>0.68</td>
</tr>
<tr>
<td>27. Partial results indication</td>
<td>0.59</td>
<td>0.69</td>
<td>0.65</td>
<td>0.63</td>
</tr>
<tr>
<td>28. Observational unit adjustment</td>
<td>0.61</td>
<td>0.69</td>
<td>0.65</td>
<td>0.60</td>
</tr>
<tr>
<td>29. Observational units delimiting, denominating and definable</td>
<td>0.70</td>
<td>0.71</td>
<td>0.73</td>
<td>0.68</td>
</tr>
<tr>
<td>30. Global/molecular units’ degree justified</td>
<td>0.91</td>
<td>0.95</td>
<td>0.93</td>
<td>0.88</td>
</tr>
<tr>
<td><strong>DIMENSION 6. OBSERVATIONAL INSTRUMENT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31. Type of observational instrument</td>
<td>0.66</td>
<td>0.79</td>
<td>0.82</td>
<td>0.73</td>
</tr>
<tr>
<td>32. Instrument appropriate to the design</td>
<td>0.80</td>
<td>0.74</td>
<td>0.68</td>
<td>0.75</td>
</tr>
<tr>
<td>33. Justification of instrument type according to the observational design</td>
<td>0.66</td>
<td>0.69</td>
<td>0.65</td>
<td>0.68</td>
</tr>
<tr>
<td>34. Criteria that led to the catalogs and categories systems</td>
<td>0.64</td>
<td>0.43</td>
<td>0.55</td>
<td>0.50</td>
</tr>
<tr>
<td>35. Requirements to categorize from a certain criterion</td>
<td>0.64</td>
<td>0.60</td>
<td>0.55</td>
<td>0.63</td>
</tr>
</tbody>
</table>

(Continued)
TABLE 1 | Continued

<table>
<thead>
<tr>
<th>Itema</th>
<th>REP</th>
<th>REL</th>
<th>U</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>36. Availability of full coding manual</td>
<td>0.80</td>
<td>0.79</td>
<td>0.68</td>
<td>0.75</td>
</tr>
<tr>
<td>37. Observational instrument adequate to the study context</td>
<td>0.75</td>
<td>0.74</td>
<td>0.75</td>
<td>0.78</td>
</tr>
</tbody>
</table>

**DIMENSION 7. RECORDING INSTRUMENT**

<table>
<thead>
<tr>
<th>Item</th>
<th>REP</th>
<th>REL</th>
<th>U</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>38. Software utilization as user</td>
<td>0.70</td>
<td>0.68</td>
<td>0.70</td>
<td>0.65</td>
</tr>
</tbody>
</table>

**DIMENSION 8. DATA**

<table>
<thead>
<tr>
<th>Item</th>
<th>REP</th>
<th>REL</th>
<th>U</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>39. Software type used to record</td>
<td>0.68</td>
<td>0.64</td>
<td>0.63</td>
<td>0.70</td>
</tr>
<tr>
<td>40. Observational recording</td>
<td>0.80</td>
<td>0.81</td>
<td>0.75</td>
<td>0.80</td>
</tr>
<tr>
<td>41. Software used to record</td>
<td>0.91</td>
<td>0.93</td>
<td>0.98</td>
<td>0.93</td>
</tr>
<tr>
<td>42. Software used for data quality control</td>
<td>0.91</td>
<td>0.90</td>
<td>0.93</td>
<td>0.90</td>
</tr>
<tr>
<td>43. Software used for data analysis</td>
<td>0.82</td>
<td>0.83</td>
<td>0.85</td>
<td>0.83</td>
</tr>
<tr>
<td>44. Type of data according to Bakeman (1978)</td>
<td>0.75</td>
<td>0.62</td>
<td>0.68</td>
<td>0.75</td>
</tr>
<tr>
<td>45. Type of data according to Bakeman (1983)</td>
<td>0.70</td>
<td>0.60</td>
<td>0.55</td>
<td>0.65</td>
</tr>
<tr>
<td>46. Software used for data quality control</td>
<td>0.82</td>
<td>0.83</td>
<td>0.85</td>
<td>0.83</td>
</tr>
</tbody>
</table>

**DIMENSION 9. PARAMETER SPECIFICATION**

<table>
<thead>
<tr>
<th>Item</th>
<th>REP</th>
<th>REL</th>
<th>U</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>47. Parameter type (the most complex)</td>
<td>0.64</td>
<td>0.52</td>
<td>0.55</td>
<td>0.50</td>
</tr>
<tr>
<td>48. Parameter fitting (the most complex)</td>
<td>0.48</td>
<td>0.48</td>
<td>0.45</td>
<td>0.53</td>
</tr>
</tbody>
</table>

**DIMENSION 10. OBSERVATIONAL SAMPLING**

<table>
<thead>
<tr>
<th>Item</th>
<th>REP</th>
<th>REL</th>
<th>U</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>49. Observational period</td>
<td>0.75</td>
<td>0.57</td>
<td>0.68</td>
<td>0.74</td>
</tr>
<tr>
<td>50. Sessions periodicity</td>
<td>0.75</td>
<td>0.60</td>
<td>0.70</td>
<td>0.73</td>
</tr>
<tr>
<td>51. Number of sessions</td>
<td>0.86</td>
<td>0.71</td>
<td>0.78</td>
<td>0.74</td>
</tr>
<tr>
<td>52. Starting session criterion</td>
<td>0.75</td>
<td>0.76</td>
<td>0.68</td>
<td>0.68</td>
</tr>
<tr>
<td>53. Ending session criterion</td>
<td>0.80</td>
<td>0.74</td>
<td>0.73</td>
<td>0.78</td>
</tr>
<tr>
<td>54. Within-session sampling</td>
<td>0.70</td>
<td>0.57</td>
<td>0.65</td>
<td>0.58</td>
</tr>
</tbody>
</table>

**DIMENSION 11. DATA QUALITY CONTROL**

<table>
<thead>
<tr>
<th>Item</th>
<th>REP</th>
<th>REL</th>
<th>U</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>55. Agreements</td>
<td>0.67</td>
<td>0.60</td>
<td>0.58</td>
<td>0.50</td>
</tr>
<tr>
<td>56. Concordance</td>
<td>0.93</td>
<td>0.93</td>
<td>0.90</td>
<td>0.85</td>
</tr>
<tr>
<td>57. Within-session reliability</td>
<td>0.86</td>
<td>0.79</td>
<td>0.80</td>
<td>0.75</td>
</tr>
<tr>
<td>58. Between-session reliability</td>
<td>0.84</td>
<td>0.76</td>
<td>0.78</td>
<td>0.75</td>
</tr>
<tr>
<td>59. Generalizability theory application</td>
<td>0.76</td>
<td>0.70</td>
<td>0.71</td>
<td>0.66</td>
</tr>
</tbody>
</table>

**DIMENSION 12. DATA ANALYSIS**

<table>
<thead>
<tr>
<th>Item</th>
<th>REP</th>
<th>REL</th>
<th>U</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>60. Data analysis developed</td>
<td>0.98</td>
<td>0.90</td>
<td>0.89</td>
<td>0.89</td>
</tr>
</tbody>
</table>

REP: representativeness; REL: relevance; U: utility; F: feasibility. One item is considered appropriate when the values obtained in the four aspects measured (REP, REL, U, and F) are at least 0.5. We marked the Osterlind indexes under 0.5 and removed the items in bold text.

aItems appear in abbreviated form; the full items can be consulted in Appendix I (Spanish version in Supplementary Material).

We determined the inclusion criterion a priori; we reported the Osterlind index for all of the items in the four aspects measured (Table 1). We the capacity to detect relevant information that has not been reported. Nevertheless, they differ in content, not only due to the sport context [e.g., item 14, Sport modality: (1) Individual sport, (2) Team sport; or item 15, Professionalism: (1) Professionals, (2) Semi-professionals, (3) Sportsmen/women in training stage], but also due to the casuistic of the observational design [e.g., item 9, Justification of the observational design: (1) No, (2) Yes; or item 24, Number of non-observable periods].

The main strength of this work is that the content validity study was developed through a clear, careful, and explicit process, so it presented a high degree of reproducibility. In this way, we were able to define a list of items based on different sources of information: a systematic review, the GREOM as the theoretical framework and the basis for the 12 delimited dimensions and content in several dimensions (illustrated in the correspondence between dimensions 6 Observational instrument, 7 Recording instrument, and 9 Parameters specification of the presented checklist and guidelines 7 Observation instrument, 8 Primary recording parameters, and 9 Recording instruments, corresponding to section B2 Instruments of the GREOM) (Portell et al., 2015), and published observational studies in sports areas. We provided the full list of items assessed by the experts in English (Appendix I in Supplementary Material) and Spanish (Supplementary Material).
TABLE 2 | Open-format comments provided by experts and actions taken as a consequence.

<table>
<thead>
<tr>
<th>Item</th>
<th>Comment</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DIMENSION 2. OBJECTIVES DELIMITATION</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Problem delimitation, sport</td>
<td>Remove the alternative psychomotor skills and add modified/reduced sport games</td>
<td>Done</td>
</tr>
<tr>
<td>3. Problem delimitation, general objectives</td>
<td>Introduce one more option between no and yes</td>
<td>We introduced the intermediate option yes, but unclearly</td>
</tr>
<tr>
<td>4. Problem delimitation, specific objectives</td>
<td>Introduce one more option between no and yes</td>
<td>We introduced the intermediate option yes, but unclearly</td>
</tr>
<tr>
<td>5. Reference to theoretical framework</td>
<td>Remove the alternative Regulation</td>
<td>Done</td>
</tr>
<tr>
<td>6. Specification of response levels</td>
<td>Introduce one more option between no and yes</td>
<td>We introduced the intermediate option yes, but unclearly</td>
</tr>
<tr>
<td><strong>DIMENSION 3. OBSERVATIONAL DESIGN</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Justification of the observational design</td>
<td>Introduce one more option between no and yes: partial/incomplete</td>
<td>Done</td>
</tr>
<tr>
<td><strong>DIMENSION 4. PARTICIPANTS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Age</td>
<td>Establish 10-year intervals from 19s</td>
<td>Done</td>
</tr>
<tr>
<td>12. Cultural background</td>
<td>Introduce one more option between no and yes</td>
<td>Based on basketball classification, we included one more category (under 20s). We did not include more intervals because, in the absolute category (senior), there is usually no age restriction</td>
</tr>
<tr>
<td>13. Socio-economic level</td>
<td>Introduce one more option between each pair of alternatives</td>
<td>Removed due to Osterlind index results</td>
</tr>
<tr>
<td>14. Sport modality</td>
<td>Related to this, add a new item: opposition (yes/no)</td>
<td>Done</td>
</tr>
<tr>
<td>15. Professionalism</td>
<td>Include the options amateur and retired from professional sport</td>
<td>Done</td>
</tr>
<tr>
<td>16. Global exclusion of participants</td>
<td>Include it in dimension 11, Data quality control</td>
<td>Done</td>
</tr>
<tr>
<td>17. Differential exclusion of participants</td>
<td>Include it in dimension 11, Data quality control</td>
<td>Removed due to Osterlind index results</td>
</tr>
<tr>
<td>18. Participants’ allocation</td>
<td>It is not applicable in most observational studies. Include it in dimension 11, Data quality control</td>
<td>Removed due to Osterlind index results</td>
</tr>
<tr>
<td>19. Activity type</td>
<td>Include physical exercise</td>
<td>Done</td>
</tr>
<tr>
<td><strong>DIMENSION 5. CONTEXT (SETTING)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21. Social impact of the activity</td>
<td>Change the options to low/medium/high</td>
<td>Done</td>
</tr>
<tr>
<td>28. Observational unit adjustment</td>
<td>Add the option according to the player</td>
<td>Done</td>
</tr>
<tr>
<td><strong>DIMENSION 6. OBSERVATIONAL INSTRUMENT</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37. Observational instrument adequate to the study context</td>
<td>Include an intermediate option: partial</td>
<td>Done</td>
</tr>
<tr>
<td><strong>DIMENSION 7. RECORDING INSTRUMENT</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41. Software used to record</td>
<td>Add SportsCode</td>
<td>Done</td>
</tr>
<tr>
<td>42. Software used for data quality control</td>
<td>Include this item in dimension 11 Data quality control</td>
<td>Done</td>
</tr>
<tr>
<td>43. Software used for data analysis</td>
<td>Include this item in dimension 12 Data analysis</td>
<td>Done</td>
</tr>
</tbody>
</table>

Items appear in abbreviated form; the full items can be consulted in Appendix I (Spanish version in Supplementary Material). Only the items that received some comment have been included in Table 2.

Changes resulting from these comments are presented in the final version of the checklist (Appendix II).

objectively applied the previously established inclusion criterion and transcribed all of the open-format comments provided by the experts and each action we executed in answer to each comment (Table 2). After considering the Osterlind indexes and open-format comments, we presented the final version of the checklist for reporting sports-related observational studies (Appendix II in Supplementary Material).

Additionally, we obtained adequate results for the fitness item dimension with respect to four aspects: REP, REL, U, and F, which provides a quality indicator of the content validity in favor of the use of the resulting tool as appropriate. The resultant checklist is expected to be extensively useful, as it can be applied to any sports area.

On the other hand, the main limitation we found in the checklist obtained is that it supposes a preliminary proposal in which further development is needed to increase the quality indicators of its psychometric properties. For this purpose, we encourage and urge expert readers to improve our final version checklist (Appendix II in Supplementary Material) with their comments or results regarding its application.

Additionally, we plan to apply the checklist to different sports areas in order to demonstrate that it is an adequate measurement instrument independent of the sport context and to develop an intercoder reliability study to locate discrepancies across the independent coding of a high number of studies (more than 40) by two different previously trained...
coders. We consider this proposal as open and in progress, as we will continue to consider additional comments for the improvement of the checklist that we might receive by experts.

Taking this work as the basis, we plan to develop a scale to measure methodological quality in sports-related observational studies. This checklist can serve as a guideline for measuring the reporting quality of these studies because it lists the main aspects to consider when designing, executing, and evaluating a sports-related observational study. We can also recommend concrete actions to increase the methodological quality of these studies.
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Simulation Theory Applied to Direct Systematic Observation

Rumen Manolov* and José L. Losada

Department of Social Psychology and Quantitative Psychology, Faculty of Psychology, University of Barcelona, Barcelona, Spain

Observational studies entail making several decisions before data collection, such as the observational design to use, the sampling of sessions within the observational period, the need for time sampling within the observation sessions, as well as the observation recording procedures to use. The focus of the present article is on observational recording procedures different from continuous recording (i.e., momentary time sampling, partial and whole interval recording). The main aim is to develop an online software application, constructed using R and the Shiny package, on the basis of simulations using the alternating renewal process (a model implemented in the ARPobservation package). The application offers graphical representations that can be useful to both university students constructing knowledge on Observational Methodology and to applied researchers planning to use discontinuous recording in their studies, because it helps identifying the conditions (e.g., interval length, average duration of the behavior of interest) in which the prevalence of the target behavior is expected to be estimated with less bias or no bias and with more efficiency. The estimation of frequency is another topic covered.

Keywords: direct observation, time sampling, alternating renewal process, prevalence, interval recording

INTRODUCTION

Observation as a means of gathering data has been and is still present across disciplines and contexts related to psychological processes, including clinical psychology (Langer et al., 2016), work-related behaviors (Beck et al., 2016), family interactions (Dishion et al., 2016), social competence in childhood (Vaughn et al., 2016), sports (Castañer et al., 2016), primatology (Dolado et al., 2016), and ethology in general (Pasquaretta et al., 2016). Observation is also the most frequently used means for gathering data in single-case designs in which the behavior of individuals usually takes place in free-operant contexts (Pustejovsky, 2015). In the present text, the focus is put on direct observation, which is considered direct in two senses (Fassnacht, 1982): there is nothing between observer and observed (e.g., no interview or questionnaire is used) and records are compiled immediately after the observation session. In that sense, Ayres and Gast (2010) distinguish direct observation from automated-quantitative recording (that does not require human observers) and direct measurement of permanent products (such as exams or reports elaborated by the participants).

In the following sections we present an example of an observational study, in the context of which we illustrate the decisions that need to be made when conducting such an investigation: (a) choose observational designs; (b) choose what to code; (c) decide whether time sampling is required; (d) choose an observational recording procedure. Afterward, we focus on the latter point;
specifically, we describe the method used for performing the simulations for studying how well prevalence and frequency of the target behavior are estimated in different observational recording procedures. We comment on the way in which the results of the simulations are implemented into interactive graphs, how these graphs can be used and what their main results are.

An Example
In an observational study, the aim is to focus on spontaneous behavior taking place in the natural environment of this target behavior and without modifications being introduced by the researcher. Specifically, the context of the example is Attention Deficit Hyperactivity Disorder (ADHD), due to its relatively high and maintained prevalence across countries and decades (Polanczyk et al., 2014). Moreover, the diagnostic criteria for ADHD are largely based on directly observable behaviors (American Psychiatric Association, 2013).

The aim of the study is to obtain initial information about a class of students, for whom the teacher claims that the number of interruptions and inappropriate behaviors is excessive, according to his perception. Specifically, the objective is defined as estimating the proportion of time in which the students are involved in off-tasks behaviors and on-task behaviors. Subsequent evaluation is planned for future research assessing whether the relative duration of off-tasks behaviors is excessive and whether they are systematically related to any of the students for which there is a suspicion by the teacher that they might present problems with deficit of attention or impulsivity.

Decision #1: Choose an Observational Design
The design in Observational Methodology is the strategy determining the course of action or sequence of decisions about how to collect, organize and analyze the data, always subordinate to the objectives of the study (Anguera et al., 2001). The purpose of an observational design is to identify the axes of time (when to record: in a continuous or discontinuous way?), behaviors (what to record: one or several target behaviors?) and subjects (who to record: one or several participants?) involved in an investigation, in order to be able to propose the best strategy in an observation situation.

In the math class studied there are 10 students. According to the subject axis, a nomothetic design (Allport, 1942; Anguera et al., 2001) is used, given that all children are observed. According to the behavioral axis, a multidimensional design is used, given that there are several different specific behaviors coded as “off-task” or “on-task” (see the “Decision #2: Choose What to Code” subsection). According to the time axis (see Figure 1) and the inter-sessional criterion, the design is a “tracking” one (also referred as “follow-up” design), as several sequential sessions are to be recorded. According to the time axis and the intra-sessional criterion, time sampling has to be used, as discussed in the subsection entitled “Decision #3: Decide Whether Time Sampling Is Required.”

Decision #2: Choose What to Code
Systematization of the recordings consists in expressing in observable terms all the information contained in behaviors or events, in order to improve objectivity. The behavioral units (i.e., the minimal behavioral manifestation that is considered meaningful) can be distinguished according to their duration, being either “states” (longer units, for which duration matters) or “events” (brief events, for which duration is not recorded; Altman, 1974). Additionally, it is possible to distinguish the behavioral units according to their content, being “structural” (a physical movement or location, defined in time and space), “functional” (consequence of the structural units on the physical or social environment), or “causal” (causes of the structural units). Finally, the behavioral units can be classified according to their degree of abstraction, leading to “molecular” categories based on Weick’s (1968) response levels: verbal, vocal, gestures, and proxemics behavior or to “molar” categories (complex combinations of these response levels with a greater degree of abstraction, implying a certain amount of inference about the intentions).

For instance, Ardoin and Martens (2000) adapted Barkley’s (1990) Restricted Academic Situation and distinguished the following categories: off-task (interruption of the child’s attention from the task to engage in another behavior such as breaking eye contact with the worksheet), fidgeting (repetitive, purposeless movement of the legs, feet, arms, hands, fingers, buttocks, or trunk), vocalization (verbal noises), plays with objects (touching objects not directly related to the task, desk or child’s own body), and out of seat (child’s buttocks breaking contact with the seat). Similarly, yet slightly different, Stahr et al. (2006) mention as examples of “off-task behavior” the repetitive pencil tapping, head or leg shaking and fidgeting, drawing, gazing around class; leaving the assigned instructional area, and making audible vocalizations not related to the instructional task. Stahr et al. (2006) define “on-task behavior” as attending to or participating in instructional activities as requested by classroom staff (e.g., looking at the teacher while she was instructing, doing or attempting the assigned task, seeking assistance, and following directions). Therefore, the on-task and off-task behaviors refer to different response levels (i.e., they are “molar” categories), coded according to their relation to the academic task taking place at any given moment. Moreover, the focus is put on the function of the behavior rather than its location or the specific movement in any part of the body; thus, the units are “functional”. Finally, whereas some of the specific instances of on-task behavior can be “events” (e.g., shifting the gaze from the book to the blackboard), the “on-task behavior” category itself is rather a “state,” given that it is expected to have a certain duration.

Decision #3: Decide whether Time Sampling Is Required
In the running example, carrying out the observational study involving the direct presence of observers in the environment
One approach would be "recording activated by transitions" (RAT), in which the observer is coding every transition from one category to another, optionally recoding duration times as well, without any time-related divisions of the observation session. However, a RAT would require video parents' authorization for videotaping. Therefore, time sampling would be required. When the recording rule is conceptualized as "recording activated by units of time" (RAUT), the observation session is divided into many short intervals in which an observer determines if an event occurs (Barlow et al., 2009). These intervals are usually of constant duration, although in some cases intervals with variable duration are also possible (Test and Heward, 1984; Ayres and Gast, 2010).

The main types of observational recording procedures that follow a RAUT rule are momentary time sampling (MTS, in which only the category taking place at the end of the time interval is recorded), partial interval recording (PIR, in which any category appearing at any point during the time interval is recorded) and whole interval recording (WIR, in which an occurrence is recorded only in case one category takes place throughout the whole interval) (Arrington, 1943; Hutt and Hutt, 1970; Cooper et al., 2007). In terms of taxonomies, Suen and Ary (1989) refer to PIR and WIR as "semi-continuous" recording and to MTS as "discrete" recording, whereas other authors (e.g., Rapp et al., 2011) refer to MTS, PIR, and WIR as "discontinuous" recording. The main features of the MTS, PIR, and WIR are described in Table 1.

Given that there are several participants to be observed, this can be achieved using multifocal sweep sampling, and more specifically, its alternating variant. This within-session sampling of focal participants takes places as follows. The observational session lasting for 100 min is divided into ten 10-min fractions. In the first fraction, during the 1st minute participant 1 is observed, during the 2nd minute participant 2 is observed, and so forth up to participant 10 being observed during the 10th minute. In the second fraction, during the 1st minute participant 2 is observed, during the 2nd minute participant 3 is observed, and so forth up to participant 10 being observed during the 9th minute and participant 10 being observed in the 10th minute. The sequence of observing the participants continues accordingly up to the 10th fraction in which during the 1st minute participant 10 is observed, during the 2nd minute participant 1 is observed, and so forth up to participant 9 being observed during the 9th minute and participant 10 being observed in the 10th minute. This alternating multifocal sweep sampling (represented on Figure 2) ensures that all individuals are observed in all fractions and, additionally, that all individuals are observed in different parts of the fractions (i.e., not always at the beginning or at the end). Subsequently, it is necessary to choose the interval length and the specific observational recording procedure to use (see next section).
TABLE 1 | Main features of the observational recording procedures following a recording activated by units of time (RAUT) rule.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Momentary time sampling</th>
<th>Partial interval sampling</th>
<th>Whole interval sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recording rule</td>
<td>Code the category that occurs at the end of the interval</td>
<td>Code any category that occurs during any moment within the interval</td>
<td>Code the category that occurs during the whole interval or as per Hutt and Hutt (1970) code the predominant category</td>
</tr>
<tr>
<td>Need for observer attention during the whole interval</td>
<td>No, only at the end of the interval</td>
<td>Yes, unless all categories in the coding scheme already took place at least once</td>
<td>Yes, unless the category present since the beginning of the interval stops occurring before its end</td>
</tr>
<tr>
<td>Minimum number of categories that can be coded in an interval</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Maximum number of categories that can be coded in an interval</td>
<td>1</td>
<td>As many as categories present in the coding scheme</td>
<td>1</td>
</tr>
<tr>
<td>Coding of several occurrences within a single interval</td>
<td>Coded as one occurrence, only if taking place at the end of the interval; otherwise, 0</td>
<td>Coded as one occurrence.</td>
<td>Coded as zero occurrences, assuming that a non-occurrence takes place in between</td>
</tr>
<tr>
<td>Coding of a single occurrence spreading over two intervals</td>
<td>Coded as one occurrence, assuming that it takes place at the end of the interval; coded as two occurrences if it last until the end of the second interval</td>
<td>Coded as two occurrences</td>
<td>Coded as zero occurrences, unless it takes place during the whole interval (coded as 1 or 2).</td>
</tr>
</tbody>
</table>

Decision #4: Choosing A Raut Observational Recording Procedure

There are three reasons why the choice of a discontinuous recording procedure is important. First, they are expected (and have been shown) to present random or systematic errors, due to the fact that these procedures do not record the frequency and duration of each category (Gardenier et al., 2004). Second, it has been shown (Rapp et al., 2011) that the type of observation recording procedure used on the same real behavioral stream is related to the degree of interobserver agreement (IOA). This finding suggests that high values of IOA are not necessarily the result of high concordance between data collected by two independent observers, but could also stem from procedural features. Third, inaccuracy of MTS, PIR, and WIR in estimating count and duration also has an effect on subsequent analyses performed for giving an answer to the research question of interest (e.g., see Ledford et al., 2015, for results related to estimating effects in single-case designs; Barlow et al., 2009). Accordingly, there have been efforts to propose effect size indices, whose values do not depend on the observation recording procedure (Pustejovsky, 2015).

The factors that have been related to the presence of error are: (a) the type of time sampling method used (Powell et al., 1977; Simpson and Simpson, 1977; Murphy and Goodall, 1980; Green et al., 1982; Gardenier et al., 2004; Alvero et al., 2007; Rapp et al., 2008; Devine et al., 2011); (b) the length of the intervals used (Dunbar, 1976; Leger, 1977; Powell et al., 1977; Mansell, 1985; Mudford et al., 1990; Alvero et al., 2007, 2011; Rapp et al., 2008; Devine et al., 2011) and (c) factors related to the categories of interest, such as its frequency (McDowell, 1973; Powell et al., 1977; Murphy and Goodall, 1980; Green et al., 1982; Gardenier et al., 2004; Alvero et al., 2011) and duration (Murphy and Goodall, 1980; Sanson-Fisher et al., 1980; Green et al., 1982; Ary and Suen, 1986). In general, it has been observed that when the duration of the interval (τ) is small relative to the duration of the category and the spaces between categories, the estimates will be more precise (Suen and Ary, 1989). The number of factors and the number references provided suggests that choosing a discontinuous recording procedure and, additionally, choosing an interval length are not necessarily straightforward tasks. The interactive graphs we created and implemented in a web page are intended to provide guidance for this specific decision in the process of conducting an observational study.

Aim of the Article

Given that observation is commonly present in research and it is also included in the curricula of university majors such as Psychology and Educational Sciences, it is important to illustrate
the conditions (e.g., interval length, average duration and prevalence of the behavior of interest) in which MTS, PIR, and WIR are expected to perform well when estimating the frequency and prevalence of the behavior of interest. Specifically, we here describe the development of interactive graphs available in a free web page, with the aim to make accessible to students and applied researchers the complex simulation evidence, taking into consideration several factors at a time.

**METHOD**

**Justification of the Need for Simulation**

Simulations offer several advantages over the analysis of observational records obtained from real situations. First, simulations entail knowing the truth about the parameters of the underlying process from which the observed behavioral streams arise. More concretely, the researcher can specify the average duration of the behavior each time that it occurs (i.e., how long or how short are the individual occurrences, on average) or the proportion of time that it takes place (i.e., what is the prevalence of the behavior). Second, an evaluation of the sampling methods with a simulation eliminates the error attributable to the human observer. The possible error produced in the records by the observer can be indirectly attributed to a series of variables such as biological factors, psycho-social factors, reaction time, motivation, behavior perceptibility (Repp et al., 1976; Tyler, 1979; Green et al., 1982; Saudargas and Zanolli, 1990; Murphy and Harrop, 1994; Taylor et al., 2012). Third, the measurement error can be quantified either in terms of absolute error values (i.e., difference between estimated and actual durations) or in terms of relative error values (i.e., the difference expressed as a proportion of the actual durations of the events; this is the option we followed here).

**Data Generation Model**

For generating the behavioral stream of occurrences and their duration we used the alternating renewal process (ARP) model (Pustejovsky and Runyon, 2014), implemented in the ARPobservation package for R (R Core Team, 2016). ARP treats both the length of behavioral events and the interim times (i.e., interresponse time between events) as random quantities (Pustejovsky and Swan, 2015).

The review of simulation studies performed by Pustejovsky and Runyon (2014) showed that most studies followed a procedure that agrees with the ARP model, whereas others mostly followed a random onset model in which the point of onset for a behavioral event is chosen at random repeatedly, on the basis of a predetermined duration per occurrence, and usually avoiding overlaps (e.g., Ledford et al., 2015). Another procedure followed in previous research (Rapp et al., 2011) is to use real data gathered via continuous recording and then to convert this data to interval measures on the basis of MTS, PIR, or WIR.

The main advantage of the ARP model and the ARPobservation package is that it mimics the actual process in which there is first a behavioral stream and then data are gathered according to a predetermined procedure (continuous recording, MTS, PIR, or WIR). Moreover, the ARP model offers great flexibility in simulating behavioral streams with different characteristics (Pustejovsky and Runyon, 2014).

The assumptions of the ARP model include (Pustejovsky and Swan, 2015): the event duration times corresponding to the same observation session are assumed to be identically distributed; the interim times corresponding to the same observation session are assumed to be identically distributed; the length of the next event or interim time does not depend on the sequence of events leading up to it; there is a constant probability that an event is occurring at any given point in time during the observation session (i.e., the behavior stream is in equilibrium).

**Data Generation Parameters**

The following are the relevant simulation parameters that describe the main characteristics of the observational situation:

(a) Session duration: set to 10, 20, 30, and 60 min. Previous studies included sessions of 10 min (Ledford et al., 2015), or 10, 15, and 30 min (Rapp et al., 2011). According to the review performed by Pustejovsky and Runyon (2014) the range of session durations is between 10 and 300 min, with most common lengths being 30 or 60 min.

(b) The prevalence of the behavior of interest (π) is defined as proportion of duration with respect to whole observation session length. We used the range from 5 to 95% in steps of 5%. Ledford et al. (2015) varied prevalence from 10 to 70%, Pustejovsky and Runyon (2014) provided an illustration with values from 1 to 99%, in steps of 1%, and the prevalence from Rapp et al.‘s (2011) real data sets ranged from 10 to 93%.

(c) The incidence per time unit is defined as the average number of times that a behavior occurs, for instance, per minute. Pustejovsky and Runyon (2014) provided an illustration with values ranging from 0.1 to 0.5. Incidence is not manipulated directly in the ARPObservation package; we rather tallied the occurrences and divided the sum by the observation session length, measured in minutes. Pustejovsky and Runyon (2014) define incidence, within the ARP framework, as being equal to 1/(μ + λ), where μ is the average event duration and λ is the average interim time. In our simulations, incidence ranged from 0.1 to 3.2 (according to the prevalence of the behavior) for μ = 18 s and from 1.5 to 28.6 (according to the prevalence of the behavior) for μ = 2 s.

(d) Average event duration (μ), also referred to as mean bout duration or average “duration per occurrence” (DPO); ranging from 2 to 120 s in our simulation. Comparatively, Ledford et al. (2015) set DPO to 2 or 10 s, whereas Pustejovsky and Swan (2015) provide an illustration with DPO = 6 s. In the review performed by Pustejovsky and Runyon (2014), the most common DPOs were in the range of 1 to 120 s, with three of the 14 studies using greater values of the maximum DPOs, up to 500 s.  

---

1 Several possible distributions can be specified for the event durations and interim times, but we followed Pustejovsky and Runyon (2014) in using an exponential distribution.
Figure 3 illustrates how the parameters can be selected in the web application and it also shows how the website presents the information about the ratio \( \tau/\mu \), and about average interim time and incidence per minute for each of the values of prevalence.

### Data Analysis

With the ARP model it is possible to assess the performance of discontinuous recording in two different ways (Pustejovsky and Runyon, 2014). On the one hand, it is possible to compare the measures from discontinuous recording to the ones that would be obtained in continuous recording. In this case, we would be assessing how well the observed behavior is represented, taking into account that MTS, PIR, and WIR entail time sampling within the observation session. This approach takes into consideration the fact that continuous recording does not contain intrasession sampling error (Suen and Ary, 1989). Both kinds of comparison are possible with the interactive graphs created.

The interactive graphs offer results for 1, 100, or 1000 samples. The results for 1 sample illustrate what could happen in any given study (in which the results from continuous recording need not match perfectly well the underlying process generating the behavior in a given observation session), whereas the results for 100 and especially for 1000 samples are more informative of the general performance of the discontinuous recording techniques as compared to continuous recording. When the results for 100 or 1000 samples are represented graphically, apart from the average value, we also provide information about the scatter: one or two standard deviations away from the mean, represented in orange and red, respectively.

The following terms are relevant for the results illustrated in the interactive graphs:

(a) Pseudofrequency: \( PF = r + n_01 \), where \( r \) is equal to 0 when the first interval in the observation session is not marked and it is equal to 1 when this interval is marked as denoting occurrence of the behavior, and \( n_01 \) is the number of transitions from non-occurrence (unmarked interval) to occurrence (marked interval). According to Suen and Ary (1989), \( PF \) would be an unbiased estimator of frequency when the interval is shorter than the shortest behavior duration and shorter than one half the shortest interim time.

(b) Modified frequency \( \theta = \) number of intervals for which the occurrence of the behavior of interest is marked when using MTS, PIR, or WIR. The modified frequency would be the most straightforward way of estimating frequency, although evidence has shown that it is imperfect. We have included this way of estimating frequency for MTS and PIR in order to enable exploring whether it is appropriate in any of the conditions tested. Moreover, the modified frequency is also in the basis of estimating prevalence; in general, it is assumed that prevalence is estimated as \( \pi = \theta/n \), where \( n \) is the number of intervals into which the observation session is divided. However, for PIR and WIR corrections have been proposed (Suen and Ary, 1989): \( \tilde{\pi}_{PIR} = (\theta - PF)/n \) and \( \tilde{\pi}_{WIR} = (\theta + PF)/n \), respectively.

(c) For PIR we also applied a formula for estimating frequency that is not based solely on the modified frequency (Altmann and Wagner, 1970):

\[
\hat{f} = -\left( n \times \ln \left( 1 - \frac{\theta}{n} \right) \right)
\]

This formula is expected to function well when: (a) the behavior of interest is an event (i.e., it has a very short duration, practically equal to zero), and (b) the probability of occurrence of the behavior of interest is independent of the time that has passed since the last time it occurred, as the case for a Poisson distribution. In relation to point (b), in the ARP model "[a]ll interim times and all event durations are generated in a mutually independent manner, which means that the length of a given event is influenced neither by the..."
length of previous events nor by how long it has been since the last event ended” (Pustejovsky and Runyon, 2014, p. 213).

Finally, the amount of error when estimating prevalence is quantified as relative bias, using the formula: \((\hat{\pi} - \pi) / \pi\), where \(\pi\) is the value of the simulation parameter for prevalence and \(\hat{\pi}\) is the estimated obtained using MTS, PIR, or WIR. For PIR and WIR, relative bias is computed separately for estimating prevalence as \(\hat{\pi} = \theta / n\) or as \(\hat{\pi}_{\text{PIR}} = (\theta - PF) / n\) and \(\hat{\pi}_{\text{WIR}} = (\theta + PF) / n\).

**Development of the Application**

The illustrations are based on the ARP model and the ARPobservation package and have been prepared using Shiny applications\(^2\), for two reasons. First, from the perspective of the interested reader, Shiny is freely available and user-friendly, given that the only actions required to obtain the graphical and numerical results are selecting options from the left-hand side menus and clicking the tabs in the upper part of the browser (see Figure 3). Second, from the perspective of the researcher and developer, Shiny communicates easily with R\(^3\), which is the free platform in which the ARP model is implemented. This communication is made efficient thanks to RStudio\(^4\). The interactive graphs and tables are available at http://jlosada.shinyapps.io/Prevalence.

**OUTPUT OF THE APPLICATION**

**Obtaining the Results**

When accessing http://jlosada.shinyapps.io/Prevalence the user can manipulate the options at the left of the web browser in order to specify several features defining the observation session: (a) length of the observation session; (b) length of the interval in seconds; (c) the average duration of the behavior of interest in seconds; and (d) the number of samples when presenting the results of more than one sample. When a selection is made (or with the default selection), information is provided in the initially active tab called “Additional information about the data.” In the first row, the ratio of the interval length (\(\tau\)) to average DPO (\(\mu\)) is provided. Afterward, a table is presented containing the

---

\(^2\)www.shinyapps.io

\(^3\)http://cran.r-project.org

\(^4\)https://www.rstudio.com/products/rstudio/
average interim time ($\lambda$) and the average incidence per minute for each of the values of prevalence ($\pi$) of the behavior of interest. A screenshot including this information is provided in Figure 3.

The remaining tabs offer two types of information. On the one hand, there are graphical representations of the estimated prevalence (on the ordinate) for each simulation parameter $\pi$ on the abscissa (e.g., Figures 4, 5 for MTS and Figure 6 for PIR). On the other hand, there are tabular representations of the estimated frequency (third column for MTS; third and fourth columns for PIR) compared to the average frequency as determined by continuous recording (second column), for each value of prevalence (e.g., Figure 7 for PIR). The information is obtained by clicking on the tabs, with several seconds required for the corresponding simulations to take place and to provide the graphical or tabular output.

Using the Application for Pedagogic Purposes

An initial pedagogic purpose could be to illustrate the concept of sampling variability, clicking on any of the three tabs illustrating the results of one sample. When comparing the results of the recordings in a single observation session with the simulation parameters that defined the underlying process generating the behavioral stream, the graphs make obvious that not even continuous recording is absolutely perfect for estimating prevalence. This is due to the fact the behavior observed in a given session is only a sample. The results for MTS and continuous recording are usually similar for short intervals and when the average DPO is longer than the interval used in MTS. Figure 4 presents an example.

A second purpose could be to illustrate the degree to which there is overestimation or underestimation of prevalence, according to the interval length ($\tau$) and average DPO ($\mu$), while also considering the actual simulation parameter $\pi$. For that purpose, the play buttons for $\tau$ and $\mu$ can be used in order to provide a visual impression of the importance of these factors and how they interact. The play buttons are useful when presenting the results for one sample, because the use of many iterations requires time and the play buttons are not practical anymore. However, the graphical representations generated on the basis of 100 or 1000 iterations can be saved and compared afterward by putting them side by side.

In general, over many iterations, when the comparison is performed with the simulation parameters that defined the underlying process generating the behavioral stream, prevalence is estimated without bias when continuous recording and MTS are used. For MTS, more precise estimates of prevalence (i.e., narrower standard deviation bands, as represented on the interactive graphs) are obtained for: (a) shorter intervals (i.e., smaller $\tau$), (b) behaviors with shorter duration $\mu$, and (c) longer observation sessions. Figure 5 presents an example.

For PIR prevalence is overestimated. However, when the correction proposed by Suen and Ary (1989) is applied,
this overestimation is attenuated, although not removed, consistent with the findings of Rogosa and Ghandour (1991). Complementarily, for WIR prevalence is underestimated, but the correction leads to attenuating this overestimation. For both PIR and WIR, in terms of bias, the averages of estimates are closer to the simulation parameters for: (a) lower actual levels of prevalence ($\pi \leq 0.3$) than for higher ones, (b) shorter intervals in general (e.g., for $\tau = 2$ s PIR provides practically unbiased estimates of prevalence), (c) smaller $\tau/\mu$ ratio, as reported by Ledford et al. (2015), and (d) longer observation sessions. More precise estimates of prevalence are obtained for actual prevalence close to 0 or 1, due to the bounds of the index, and also for the three previously mentioned situations. Figure 6 shows an example for one of the favorable conditions for PIR, but for which the estimation of prevalence is also biased.

For PIR, regarding the estimation of frequency via the formula by Altmann and Wagner (1970), the results obtained indicate that in no condition (not even when $\mu = 2$ s) did the formula provide a good estimate of frequency, as computed via continuous recording. Actually, the results illustrated in the graphs are worse than the ones reported by Ledford et al. (2015), who used $\theta$ as an estimate of count and found that smaller counts were estimated better in longer intervals and larger counts were estimated better in shorter intervals. In few situations meeting these conditions the estimates of frequency using $\theta$ were within 10% of the actual count. Figure 7 shows a snapshot of the table generated in the website, illustrating the abovementioned findings about these two ways of estimating frequency when using PIR.

**Using the Application for Applied Research Purposes**

When the aim of the use of the Shiny application is to choose an appropriate interval for a given RAUT, there are several possible scenarios. First, if absolutely no prior information is available, the applied researcher would have to follow an approach similar to the one describe for the pedagogic use of the Shiny application.

Second, in some cases it is possible to have an empirically based expectation on the approximate prevalence of the behavior of interest. For instance, the estimated prevalence of on-task behavior for children with ADHD has been reported to be between 0.30 and 0.50 according to the moment of the observation session (Rapport et al., 2009), an average of 0.64 with a standard deviation of 0.06 (Junod et al., 2006), or as high as an average of 0.71 average with a standard deviation of 0.16 (Mahar et al., 2006). For such high values of expected prevalence, the even the $\hat{\pi}_{\text{PIR}} = (\theta - PF)/n$ estimates of prevalence are always positively biased (e.g., see Figure 6 and, specifically, the red crosses, denoting the estimates of prevalence, above the diagonal black line representing unbiased estimation, for prevalences greater than 0.2), but the overestimation is attenuated when
the average DPO is \( \mu \geq 30 \) and \( \tau \leq 5 \) (e.g., see Figure 8 and, specifically, the red crosses on the diagonal black line for practically all values of prevalence). If there is no evidence for assuming \( \mu \geq 30 \), on the one hand, and \( \tau \leq 5 \) is judged not to be practical, on the other hand, then PIR should not be considered as an adequate observation recording procedure. In such a case, it would be advisable to use MTS instead of PIR.

A third situation would entail having information about both the likely range of prevalence and the average DPO, although the latter has been claimed to be seldom reported (Ledford et al., 2015). If we use the information from Rapport et al. (2009) that the average duration of on task behavior for children diagnosed with ADHD and low attention is 2 min (120 s), an interval length of \( \tau = 15 \) (as actually used by Rapport et al., 2009) would be justified, as illustrated from Figure 9 in which the estimates of prevalence (red crosses) are practically unbiased (i.e., close to the diagonal line).

Summary of the Results of the Application
Concerning the estimation of prevalence and frequency, the evidence of the performance of discontinuous recording procedures is very complex, due to the fact that this performance is affected by many interacting factors. This complexity makes difficult summarizing the results via a simple rule. For instance, Ayres and Gast (2010) suggest that WIR is more appropriate when the behavior of interest is of low frequency and long duration, whereas PIR is appropriate for behaviors of high frequency and short duration, given that the frequency of long duration behaviors may be overestimated. This statement can be verified from the interactive graphs. Moreover, more nuanced knowledge can be obtained, as it can be verified that the frequency of short duration behaviors is also overestimated, for certain combinations of interval length \( \tau \) and average behavior duration \( \mu \) with \( \tau > \mu \), when the prevalence \( \pi \) is relatively low (below 0.45 for some combinations of \( \tau \) and \( \mu \) or below 0.75 for other combinations). Regarding MTS, Ayres and Gast (2010) state that it is appropriate for behaviors with high frequency and long durations and that this recording procedure has a tendency to underestimate frequency and overestimate duration. Using the interactive graphs it can be shown that prevalence is actually not overestimated, whereas the underestimation of frequency is only present when the length of the interval is greater than the average duration of the event (\( \tau > \mu \)); in contrast, frequency is overestimated when the length of the intervals is shorter than the average duration of the event (\( \tau < \mu \)) and the estimation is unbiased when behavior and interval are of the same length.

FIGURE 6 | Screenshot of the web application created using Shiny. Average prevalence of a behavior with average duration per occurrence of 12 s as estimated in 100 observation sessions of 60 min, using continuous recording (green dots) and partial interval recording (PIR) (empty triangles without the correction; red crosses with the correction) based on a 6-s interval. The dashed lines represent one and two standard deviations above and below the average of the corrected estimates by PIR. The numerical values represent the relative bias of the estimation using PIR: black values refer to using the modified frequency in the numerator, whereas red values refer to using modified frequency minus pseudofrequency in the numerator.
FIGURE 7 | Screenshot of the web application created using Shiny. Frequency estimates of a behavior with average duration per occurrence of 6 s as estimated in 100 observation sessions of 20 min, using PIR based on a 15-s interval (i.e., the rate of interval length to duration per occurrence is 2.5).

Although the aim of the interactive graphs was to provide nuanced information, taking into account the specific interval lengths, DPOs, and prevalences, it should be noted that Table 2 includes a necessarily simplified summary of the performance of the time sampling methods for estimating prevalence and frequency. This summary suggest that MTS can be recommended to be used when the aim is to estimate prevalence (e.g., Figure 5), especially when interval is short and when the average DPO of the behavior is short. These results concurs with previous findings regarding the lack of systematic bias (Tyler, 1979; Harrop and Daniels, 1986); specifically, Rogosa and Ghandour (1991) note that MTS is useful for estimating prevalence, but not incidence or event duration.

In contrast, the results concur with previous findings about PIR overestimating of the frequency and prevalence of the categories (Tyler, 1979; Harrop and Daniels, 1986), which is why Rogosa and Ghandour (1991) state that PIR does not provide useful information on incidence, prevalence, or event duration. More specifically, the results from the interactive graphs suggest that PIR can only be used for estimating prevalence in case \( 2 \tau < \mu \) and for \( \pi \leq 0.3 \) (e.g., Figure 6). For WIR, the requirement is even more stringent: \( 3 \tau < \mu \). This result is consistent with previous findings about the underestimation when using WIR being greater for longer intervals (Alvero et al., 2007). Thus, if the prevalence is not known beforehand and if the bout durations are relatively short, PIR and WIR should not be used when the objective is to estimate prevalence.

In terms of estimating frequency, this can be done without systematic error only when the average DPO is known and it is used for defining the interval length when using MTS. For PIR the requirements involve prevalence as well, which means that it is a less practical option. In summary, the choice of a time sampling method is an important one in order to avoid inaccurate descriptions of the degree to which the phenomena of interest are present or inaccurate comparisons, especially if different observational recording procedures are used for the different behaviors observed. For instance, Abikoff et al. (2002, p. 353) use MTS and WIR to obtain “behavioral rates” of children with ADHD and Junod et al. (2006) use MTS and PIR to estimate prevalence of several behaviors children with and without ADHD; in neither of the two cases is there any mention of average DPO or prevalence.
FIGURE 8 | Screenshot of the web application created using Shiny. Average prevalence of a behavior with average duration per occurrence of 35 s as estimated in 100 observation sessions of 60 min, using continuous recording (green dots) and PIR (empty triangles without the correction; red crosses with the correction) based on a 4-s interval. The dashed lines represent one and two standard deviations above and below the average of the corrected estimates by PIR. The numerical values represent the relative bias of the estimation using PIR: black values refer to using the modified frequency in the numerator, whereas red values refer to using modified frequency minus pseudofrequency in the numerator.

TABLE 2 | Performance of the observational recording procedures following a recording activated by units of time (RAUT) rule.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Momentary time sampling</th>
<th>Partial interval sampling</th>
<th>Whole interval sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>General summary of performance for estimating prevalence</td>
<td>Unbiased estimation; more efficient for shorter τ and μ</td>
<td>Overestimation even with correction, but less severe when τ &lt; μ and when π is small</td>
<td>Underestimation, even with correction, but less severe when τ &lt; μ and when π is small</td>
</tr>
<tr>
<td>General summary of performance for estimating frequency</td>
<td>Estimation via modified frequency: (a) underestimation when τ &gt; μ; (b) overestimation when τ &lt; μ; (c) unbiased estimation when τ = μ</td>
<td>Estimation via modified frequency: overestimation, unless τ &gt; μ, but depending on π. Estimation via the formula by Altmann and Wagner (1970); more severe overestimation.</td>
<td>Not included in the application, as the literature review does not provide support.</td>
</tr>
</tbody>
</table>

τ, interval length; μ, average duration per occurrence; π, prevalence.

DISCUSSION

Advantages and Limitations of the Application

The application constructed has several advantages. First, it is available online free of charge. Second, the application is user-friendly in the sense that no programming skills are required and the selection of the values of the factors defining the observational situation is made by clicking. Third, according to the review performed by Pustejovsky and Runyon (2014), the ARP model used for the simulation is a framework representing most of the simulation studies on observational data. Fourth, for obtaining the results of the simulation, it is not necessary to specify potentially unavailable information, such as the average incidence per minute. Accordingly, it is not strictly speaking necessary to know the average DPO beforehand, given that the user can select several likely values using the slider in the application. For the same purpose (i.e., not requiring specific knowledge about the expected prevalence), the graphical representations cover practically the whole range of possible prevalences. In that sense, it is not required to have information about the specific values of incidence, average DPO or prevalence.
to get a general insight of the interval lengths that are justified to be used. Fifth, the variety of parameter values for defining the observation situation (i.e., observation session length, average DPO, prevalence of the behavior of interest, interval length and the average interim time, incidence, and ratio of interval length to average DPO) is greater than the one present in recent simulation studies.

Besides strengths, it is especially important to dedicate space to the limitations of the application, taking into account the use of simulation as a basis (e.g., von Oertzen and Brandmaier, 2013). Regarding the limitations of the application, an initial technical limitation refers to the fact that the simulations are performed when the user selects the values defining the observational situations rather than accessing information (e.g., stored in data matrices) of already performed simulations. Therefore, it is not possible to always obtain instantly the results when performing 100 or 1000 iterations. Our calculations suggest that for 1000 iterations for MTS approximately 5 s are needed, whereas for 100 iterations for PIR require between 10 and 15 s. Second, we can mention as limitations the assumptions of the ARP model mentioned previously (i.e., the event duration times corresponding to the same observation session are assumed to be identically distributed and there is a constant probability that an event is occurring at any given point in time during the observation session) and to the fact that we used only one distribution (the exponential) for modeling event durations and interim times. Third, a limitation of the evidence provided in the Shiny application is related to the way in which the behavior stream is converted into strings of categories. Specifically, human error is not included in the simulation process and this represents a relevant future endeavor for modifying the ARPobservation package that is used as a basis of the simulations. Fourth, the graphical representations do not cover all possible combinations of average DPO and interval length. Therefore, as is the case for any simulation, the evidence cannot be considered as representing perfectly all real situations, but it can be used as an indication in absence of better simulation models or in absence of specific knowledge about interval lengths that have been proven to be useful for estimating the prevalence of given behaviors.

Implications for Teachers and Methodologists

In order to improve the way in which knowledge is transmitted or, more accurately, the way in which students construct knowledge (Driver et al., 1994), there are already efforts focused on statistical topics, including specialized journals such as Understanding Statistics. However, some topics specific to observational methodology need more attention. In that sense, from the perspective of the teacher or methodologist, the three types of competence (McLagan, 1997; Kaslow, 2004) are involved in constructing and using the interactive graphs.
presented in the current text: (a) the fundament is the **attitude**
to try to improve teaching methods; (b) specific **knowledge**
is constructed by the teacher or methodologist in relation
to the conditions (e.g., average duration per occurrence of the
behavior, interval length, and ratio of the two) in which
each of the discontinuous observation recording procedures
perform best; and (c) methodological **skills** are developed by
learning to use software specifically designed for simulating
behavior in observation sessions and for using different recording
procedures. Interactive graphs such as the ones presented here
make possible a presentation of empirical findings that is both
more detailed (i.e., covering a greater range of conditions) and
more accurate (i.e., avoiding oversimplifications and representing
the amount of bias present in the different conditions).

**Implications for Students and Applied Researchers**

The same three types of competence are also involved from
the perspective of the student or applied researcher: (a) the fundament is the **attitude** or disposition to follow the best
possible practices when choosing the recording procedure to
use for observing overt behaviors; (b) **knowledge** or subject
matter is constructed, in this case, on the topic referring to
the strengths and limitations of different observation recording
procedures (continuous recording, MTS, PIR, and WIR); and (c)
methodological **skills** or abilities are expected to be developed
by getting acquainted with the simulation procedure followed
for studying the quality of the measures obtained in MTS, PIR,
and WIR (i.e., extensive application to generated data with
known characteristics or to actual behavioral data for which
continuous recording has been carried out). In relation to the
methodological abilities, it is crucial that students and applied
researchers not only trust that the content taught by their teachers
and textbooks is correct, but that they are aware that subject
content is the result of research (e.g., via simulation) and that
this research also presents certain limitations such as the ones
mentioned in “Advantages and limitations of the application.”
In summary, getting to know how knowledge is obtained is expected
to make students and applied researchers exercise their critical
thinking skills (although comprehensive programs are required
for developing such skills; Halpern, 1998) and the disposition to
always look for more refined and more precise knowledge.

**Limitations and Future Research**

In terms of limitations, the present paper does not necessarily add
new knowledge in terms of research findings. This is due to the
fact that its purpose is mainly related to illustrating the complex
relations of several factors influencing the accuracy of the
estimates obtained via several observation recording procedures.
Moreover, as previously mentioned, the factors included in the
simulation do not include human error and one of its likely
causes, fatigue. It could be logically argued that MTS entail
smaller cognitive load (as attention is required only at the
end of the interval), but fatigue is related to several additional
factors such as the observer’s familiarity with the behavior, the
interval length, the number of categories to be recorded, the
average DPO of the behaviors and the degree to which they are
easily distinguished (Altman, 1974). Such information has to
be considered, jointly with the evidence on the estimation of
prevalence and frequency when selecting a RAUT.

Future illustrations can focus on study of reliability and, more
specifically, agreement between observers. Rapp et al. (2011)
showed how the values of percentage of agreement are different
according to the observation recording procedure, but such
illustrations are also necessary for kappa, which is recommended
for quantifying agreement (Suen and Ary, 1989). Specifically, the
kappa value obtained for continuous recording on a second-
by-second comparison (Bakeman and Gottman, 1986) can be
compared to the kappa values obtained via MTS, PIR, and WIR
for varying degrees of prevalence of the behavior of interest, given
that this parameter has impact on the kappa values (Suen and
Ary, 1989).
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Movement Notation Revisited: Syntax of the Common Morphokinetic Alphabet (CMA) System
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Advances in the study of non-verbal behavior and communication have generated a need for movement transcription systems capable of incorporating continuous developments in visual and computer technology. Our research team has been working on the construction of a common morphokinetic alphabet (CMA) for the systematic observation of daily life activities. The project, which was launched several years ago, was designed to create a system for describing and analyzing body motion expression, physical activity, and physical appearance. In this paper, we describe an idiosyncratic application of Noam Chomsky’s phrase marker grammar to the morphokinetic phrase, the objective being to establish the grammatical rules and basic order of the symbol string according to a relational tree formed by the breakdown of the syntactic components identified as structuring the visual description of movement. Criteria for using the CMA as a coding system and a free transcription system are proposed.
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INTRODUCTION

This article discusses the theoretical and methodological aspects of the behavior stream through consideration of the problem of movement notation (Hadar, 1994). As Freedman (1981) has pointed out, the analysis of movement behavior by means of narrative description (or natural language) was superseded by the postulated use of symbolic notation systems, and current efforts are focused on obtaining objective measures that require the development of reliable coding systems (Donaghy, 1988) which, given that language is a code of a notational system (Krajcsi and Szabó, 2012), fulfill linguistic conditions: “The term ‘code’ as it is used here refers to the final result of three parallel processes, simplifying the original material, organizing it so that the relationship among its elements can be clear, and restructuring the whole for easy transmission.” (Dittmann, 1987, p. 39).

In the field of research into non-verbal communication any attempt to develop a movement alphabet must inevitably take into account Ray Birdwhistell’s Kinesic Notational System (KNS) (Birdwhistell, 1952, 1970) and the Facial Action Coding System (FACS), which is limited to facial expressions (Ekman and Friesen, 1978), without forgetting that there is a wide range of other approaches to this problem (Barker and Collins, 1970; Kendon, 1981, 1997; Crivelli et al., 2016).
In terms of notational systems it is important to highlight the following: (1) the most important aspect is not the tokens but the ability of the system to provide an exhaustive representation of people's anatomical possibilities for movement; (2) how easy or hard a notational system is to use must be evaluated in terms of the relationship between clarity and precision; and (3) the acceptance and use of a notational system is determined by the consensus reached among researchers of the scientific community in question.

Hirsbrunner et al. (1987) reviewed the problem of movement transcription and argued that although the required efficiency of the coding language cannot be replaced by video technology for recording visual information (or audible information when analyzing a multimodal system of communication), neither is greater efficacy achieved by developing impressive notational schema to transform audiovisual information into data. Faced with such a situation the authors adopted the diagnosis and proposed solution of Frey and Pool (1976): “...current difficulties in movement description do not originate from the complexity of phenomena to be described, but from the investigators' failure to base their coding systems on the principle of time-series notation.” (Hirsbrunner et al., 1987, p. 100).

The Bernese Time-Series Notation invokes a classic expression coined by Frey and Pool (1976), one which has proved highly powerful at resolving the continuity of the behavior stream (unifying speech and movement) by using nominal or categorical codes and seeking to detect space-time patterns. It starts by obtaining matrices of recorded data by transcribing movements, whether simple or complex, and thus generates a large amount of simultaneous data over time. Hirsbrunner et al. (1987) praise its possible application to the different parts of the body during movement and, after two decades of successive technological advances, the hurdle once posed by frame-by-frame transcription has now been totally overcome, thus ensuring high degrees of precision when obtaining data.

In this context, and having carefully reviewed the literature on the analysis of movement in the field of dance (Hutchinson-Guest, 1984) and physical appearance (Fink et al., 2015), as well as the most well-known and scientifically sound notational systems (Laban, 1926; Benesh and Benesh, 1956; Eshkol and Wachman, 1958; Eshkol, 1971; Bartenieff and Lewis, 1980; Farnell, 1996; Guest, 2011), we sought to develop a notational grammar of body movement which we call the Common Morphokinetic Alphabet (CMA).

The term “morphokinetic” is defined as a temporally demonstrable change in properties and spatial aspect of body motion form. By “common” we understand two things: (1) the notation system can be communicated and learned, as a balance is sought between clarity and precision and (2) the notation system shares the logic of meaning, physical identity/semantic content, which emerges from the writing of movement in the notational systems reviewed according to the choreographic model. Finally, the concept of “alphabet” denotes the conventional and discretionary nature of the tokens and connotes the material condition sine qua non required to develop a notational system governed by grammatical rules.

In previous publications (Izquierdo and Anguera, 2001; Anguera and Izquierdo, 2006; Izquierdo, 2010) we have mapped out the different facets of this theoretical and methodological proposal that forms part of the movement observation process within the field of psychology (Chinellato et al., 2015; Castañer et al., 2016; Anguera et al., 2017). Now our aim is to present the CMA grammar and the criteria for its use in systematic observation studies. The following sections address the theoretical and methodological basis of the CMA notation, the grammatical formalization of the morphokinetic description, the general criteria for use in the coding format and as a free transcription system, and, finally, the possibilities offered by this notational system.

**THEORETICAL-METHODOLOGICAL BASIS OF THE CMA**

Advances in the study of non-verbal behavior and communication have led to the need for suitable systems for transcribing movement that are capable of incorporating continuous developments in visual and computer technology (Archer, 1991; Anguera, 2003; Blanco-Villaseñor et al., 2003; Portell et al., 2015a,b).

The range of possibilities offered by visual records and the physical analysis of behavior in the context of everyday human activity was clearly illustrated by the pioneering photographic work (in some cases, including magnificent images of reality) of cultural anthropologists, such as Mead and Bateson (1942) and Efron (1942), or clinical researchers, such as Scheflen (1964), who used images taken from film stills to indicate the path of gestures. Despite the promise of this early work, however, the relationship between visual records and the space-time analysis of movement in interactive and non-interactive situations has, as pointed out by Ekman (1964) faced a number of significant problems, some of which concern the KNS.

The warning raised in the context of interdisciplinary research into social behavior (Farnell, 1999) about the dangers of reducing kinesic descriptions to the anatomical functioning of the human body in order to achieve greater analytic rigor concerns the way of interpreting the application of kinesiology to kinesics more than it does the fact of basing the choreographic model of notation on anatomical and biomechanical knowledge (Shafir et al., 2016). In sum, "a comprehensive movement writing system has to resolve several technical difficulties. Human actions take place in three dimensions of space and one dimension of time and mobilize many parts of the body simultaneously. [...] The task is complex, surely, but not insurmountable [...]" (Farnell, 1996, p. 868).

The CMA aims to code the visual form of body movement by describing it as a configuration sculpted in space-time. Each new configuration perceived by the observer implies a demonstrable change with respect to the immediately previous one. The change in configuration includes total or partial mobility of the body and relative stillness with respect to the following position, and, whenever necessary, the initial position can be maintained as a basic reference point for subsequent changes.
In terms of the spatial description of body movement a determining feature is that the body has a large number of degrees of freedom when executing movements. Bearing in mind this principle, CMA notation of spatial points is geared toward what is specific about the spatial design of a movement in accordance with the objective of the observation (Frey and Pool, 1976).

Given that body space is located in space/setting, CMA notation considers the movements through space that we can make with our body and the relationship between the use of space and overall body positions, that is, physical postures (standing, sitting, kneeling, lying down, etc.) and the postural movements produced by a form of established behavior (Mehrabian, 1969; Argyle, 1973; Poyatos, 1986).

In terms of timing, the morphokinetic description of a series of movements involves making a decision about the time interval to be used in order to obtain a good resolution of discontinuity, which results in the presence or absence of certain primary data that are considered in light of what is significant for the analysis (Page, 1996). Here a discrentional criterion is used, which ranges from the frame-by-frame reading of the image to viewing at normal speed (Hirsbrunner et al., 1987).

A complete understanding of the temporal structure of movement phenomena involves the notation of the duration and temporal form (i.e., simultaneous or sequential) of movements. In addition to qualities concerning the speed, intensity and amplitude of changes, the use of signals derived from the physical appearance of the moving subjects and their socio-historical, cultural, and linguistic context are also transcribed in order to distinguish variations and individual differences in the kinesic form and style (Scheflen, 1972; Poyatos, 1986; Kendon, 1997).

From a methodological perspective the CMA has notable potential in that it is able to objectify behavioral units at the micro level due to the way it breaks up the stream of behavior (Condon and Ogston, 1970), and this gives it important analytic properties for subsequent empirical processing.

The first part of the analytic process consists of transforming the kinesic reality of human movement into units of behavior that are later turned into data with the aid of an observation instrument developed at hoc; these data must be suitably managed before being analyzed, a task for which there are various approaches. Thus there are four stages that are necessary from a methodological point of view and that provide the CMA with its required consistency.

(1) The creation of molecular units (Schegloff, 2000) is a prior condition in the development of an observation instrument (Anguera and Izquierdo, 2006). In our view, demarcating the unit of behavior is clearly linked to the specific setting of objectives, and it must also be possible to demarcate, name, and define each unit.

(2) The decision taken regarding the demarcation of units opens the way to the development of an observation instrument: the field format. Originally, in the work of Weick (1968, 1985), this was a simple recording technique, but it has subsequently been revisited, developed (Anguera, 2003; Sánchez-Algarra and Anguera, 2013), and used widely in numerous fields, especially those involving movement, such as sport (Anguera et al., 2003). The development of the instrument involves the following steps: (a) Establishment of the criteria or axes of the instrument, which are set in accordance with the study objectives (for example, in observing a person who is learning to swim these might be area of the swimming pool, entering the water, submersion, equilibriums, displacements, etc.). Some of these criteria may be broken down hierarchically into others. (b) Listing of behaviors/sessions (this list is neither closed nor exhaustive, and is known as the catalog) corresponding to each one of the criteria, and noted according to the information provided by the exploratory stage of the study. For example, starting from the criterion entering the water the list of behaviors could be entering feet first with help, entering from a sitting position on the edge of the pool without help, entering head first without help, etc. (the etc., indicates precisely that further behaviors can be added as the list is not closed). (c) Assignment of a decimal coding system to each one of the listed behaviors/sessions that are derived from each one of the criteria. This means that any of the behaviors or situations can be displayed in a hierarchical system of lower order. Depending on the complexity of the case in question or the desired range of molecularity, these coding systems may be double, triple, etc. For example, the codes of the criteria would be 1 (area), 2 (entering the water), 3 (submersion), etc. And from 2 we could derive 2_1 (entering feet first with help), 2_2 (entering from a sitting position on the edge of the pool without help), 2_3 (entering head first without help), 2_4 (entering by jumping feet first from the side of the pool without help), etc. However, from 2_2 we could also derive 2_2_1, 2_2_2, 2_2_3, and so on successively'. (d) Drawing up of a list of criteria configurations. The configuration is the basic unit in recording field formats, and consists of linking together the codes corresponding to simultaneous or concurrent behaviors, thus enabling an exhaustive recording of the behavior stream and greatly facilitating the subsequent analysis of data'. For example, in the event that four criteria have been proposed:

\[
\begin{align*}
1_3 & 2_4 3_2_1 4_2 \\
1_3 & 2_3 3_2_1 4_2 \\
1_2 & 2_3 3_2_4 4_4 \\
\ldots
\end{align*}
\]

(3) Having a tailor-made field format offers enormous flexibility in terms of data gathering, but it must be properly managed if the data in question are to be positioned in a way that optimizes their subsequent analysis. Given that the field format configurations are chains of simultaneous codes (synchronous relationship), and the sequence of these criteria configurations is established over time (diachronically), the modification of a single code over time is sufficient to yield the recording in the next

---

1. Lower-case hyphen: links the digits that form a new code comprised by two or more already-assigned codes.
2. Empty space in the code chain (rows): indicates the concurrence of different codes.
row. Furthermore, the passage of time can be measured in conventional units (seconds) or in frames, and it is even possible to consider a conventional interval of any chronometric unit for each row of the matrix. In other words, the code matrices obtained will have, at most, the same number of columns as there are field format criteria, while the number of rows will depend on the successive changeability of the observed situation. This is perfectly in keeping with the proposal of Coster (2005, p. 17) as regards the preparation of data corresponding to postural dynamics, and is consistent with the structure of time-series notation. In this regard, there is a correspondence with the gathering of homogeneous data through the “restrictive coding” suggested by Frey and Pool (1976). Coster, following the way in which music is written, refers to the horizontal dimension, indicative of diachrony, and the vertical dimension, corresponding to synchrony or concurrence of behaviors. This proposal was found to fit perfectly with that resulting from the data management obtained when recording by means of field formats.

(4) Once the recorded data have been suitably managed a decision must be made as to the most appropriate analytic technique, always bearing in mind the objectives proposed in each case and the corresponding design. The three favored options, in light of their analytic potential, are lag sequential analysis (Sackett, 1980; Bakeman and Gottman, 1986; Bakeman and Quera, 1995), used to detect, if present, patterns or regularities in the series of recorded behaviors; detection of T-Patterns (Magnusson, 1996, 2000; Magnusson et al., 2015), which has a wide range of applications (Anolli et al., 2005), including non-verbal communication (Haynal-Reymond et al., 2005) and facial expressions (Merten and Schwab, 2005); polar coordinate analysis (Perea et al., 2012; Castañer et al., 2016), and time-series analysis on the basis of categorical variables (Bakeman and Gottman, 1986; Albert, 2001). Graphical representations of the temporal structure of body movement during a given period of time are also of great interest (Frey et al., 1982).

GRAMMATICAL FRAMEWORK OF THE CMA

Chomsky referred to generative grammar as “a system of rules that in some explicit and well-defined way assigns structural descriptions to sentences” (Chomsky, 1965, p. 8). The function of these rules is to specify whether the minimum terminal units of syntactic function comprise well-formed strings (phrase markers).

From the methodological point of view, Chomsky (1956) bases his investigation of the syntax of a natural language on the detailed analysis of what traditional grammar has to say about a simple statement. To this end he analyzes the following example: sincerity may frighten the boy. After considering the example from different perspectives he distinguishes three levels of information which may be extracted from the sentence. Each level implies referring to notions used in the syntactic and morphological analysis of the language; notions, such as “nominal phrase” and “verb”, from the first information level, are clearly distinguished from functional grammatical notions (e.g., subject, predicate, direct object, etc.) on the second level. The lexical and grammatical elements appear on the third level. Chomsky aims to determine “how information of this sort can be formally presented in a structural description and how such structural descriptions can be generated by a system of explicit rules” (Chomsky, 1965, p. 64).

In terms of our grammatical framework for the morphokinetic alphabet, it is sufficient to consider these two questions in relation to the first level of information: the breakdown of the sentence [S] into successive series on the basis of nominal [NP] and verb [VP] syntagms. The phrase marker indicates three types of information: (1) category labels (i.e., NP, V, Det, etc.); (2) the hierarchical arrangement of these categories; and (3) the linear order of the terminal string (Figure 1). The linear order of the terminal string from the category symbol ‘S’, which represents “Sentence”, is obtained by applying a sequence of rewriting rules (Table 1).

Movement-Phrase Structure

By analogy to Chomsky’s procedure, the analysis of the structural components of a terminal string of the morphokinetic alphabet must answer three basic questions present within the movement notation systems reviewed (Izquierdo and Anguera, 2001; Izquierdo, 2010): “What has moved?” “What has changed?” and “How has it changed?” The information provided by Laban Notation, Benesh Movement Notation, and Eshkol-Wachman Notation in answer to these basic questions differs slightly as they have different reference frameworks and orthography. The Laban and Benesh systems have a richer vocabulary than the Eshkol-Wachman system when it comes to describing movement (form, space, time, and temporalization) and the qualitative aspects or “how one move” (Neagle et al., 2002; Guest, 2011).

Within the framework of the CMA, the first question requires us to name and identify the bodily form of movement: part of the body + figure. The second question must be answered by specifying spatial and temporal references with respect to position (overall physical posture, position on the floor, or any other aspect related to the maintenance of overall physical posture), orientation (position in the movement plane, direction, and height), and the duration of movements and their structure in time. The final question (How has it changed?) involves identifying the contextual factors which may affect the form of movement and classifying the specific mode of the motor action. The contextual factors, considered as invariant at least within the same observation session, include the situation where the activity takes place, the baseline body and psychosocial conditions of the person (or persons) in movement, the reference culture, and the acquired habituation in executing the movements (i.e., slow movers, lively movers, etc.). The qualities perceived for specific movements, that is, the impression we form of speed (e.g., slow/fast), intensity (e.g., gentle/strong), and amplitude (e.g., narrow/wide), as well as the use of physical appearance, including styles related to culture or social status that are not selected by the
Izquierdo and Anguera
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FIGURE 1 | Triple structural information of the phrase marker: tree diagram.

TABLE 1 | Branch generation of the terminal string for a given grammar.

<table>
<thead>
<tr>
<th>Production Set P</th>
<th>Derivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1. S → AB</td>
<td>AB (R1)</td>
</tr>
<tr>
<td>R2. A → CD</td>
<td>CDB (R2)</td>
</tr>
<tr>
<td>R3. C → c</td>
<td>cDB (R3)</td>
</tr>
<tr>
<td>R4. D → d</td>
<td>cdB (R4)</td>
</tr>
<tr>
<td>R5. B → b</td>
<td>cdb (R5)</td>
</tr>
<tr>
<td>Terminal string</td>
<td>cdb</td>
</tr>
<tr>
<td>G = ({cdb}, {ABCD}, S, P)</td>
<td></td>
</tr>
</tbody>
</table>

Applying the sequence of production rules P the substitution of the element on the left of the rule by the one on the right is written on each derivation line. G is the grammar symbol, lower-case letters are the terminal symbols, and capital letters are the non-terminal symbols used by the generative grammar G.

situation, are the aspects that classify the idiosyncratic differences observed in the execution of specific movements.

Insofar as the aim of the morphokinetic alphabet is to symbolize elements of the visual image that have been recognized, named, and labeled using the words/concept that represent body movement (e.g., up/down of shoulder), then the structured organization of the symbols of a morphokinetic alphabet may use, as one option among other possible ones, the same way of representing structural information as phrase marker grammar. Therefore, the information recognized, named, and labeled leads us, on the one hand, to the structural categories of the morphokinetic expressions and, on the other, to the morphokinetic categories established in each case for the coding protocol. At the structural level, the nominal component is referred to by the symbol NG (meaning “Nominal Identification Group”) and the labeling component is referred to by the symbol DG (meaning “Differential Elements Group”). The breakdown of the components of these structural categories into hierarchical levels is shown in Figure 2.

Let us analyze a visual description with words, chosen from among the many possibilities to be found in common written texts or works of literature, and apply the proposed structural categories. The chosen text (from Poyatos, 1994, p. 140) is “Every morning [my father] attended mass, [all the time] with both knees on the floor, his hands together, pointing upwards at chest level, his hat on top of them” (Alemán, GA, I, I)³, and thus we obtain:

‘Every morning’ > DG: it is context [Det]: temporal reference;
‘[my father]’ > DG: it is context [Det]: personal reference with a social basis: family relationship;
‘attended mass’ > DG: it is context [Det]: religious activity: selects the repertoire of action;
‘[all the time]’ > reader’s inference > NG: it is time [T]: duration of the whole body figure;
‘with both knees’ = [kneeling] > NG: it is form [F]: body part + figure;
‘[kneeling] on the floor’ > NG: it is position [P]: location in physical space;
‘his hands together’ > NG: it is form [F]: part of the body + figure;
‘pointing upwards at chest level’ > NG: it is orientation [O]: vertical axis, sagittal plane;
‘his hat on top of them’ > NG: it is form [F]: supporting object;
‘(...) on top (...)’ > NG: it is orientation [O]: height scale;

³ Authors’ own translation. The original Spanish text is: “Cada mañana [mi padre] oía su misa, [todo el tiempo] sentadas ambas rodillas en el suelo, juntas las manos, levantadas del pecho arriba, el sombrero encima de ellas (taken from Guzmán de Alfarache by Mateo Alemán: see Poyatos, 1994, p. 140).
FIGURE 2 | Syntactic components of the morphokinetic grammar K.

“his hat on top of them” DG > it is modal [M]: it is form: familiar/strange emphasis.

This exercise is merely an initial approach to the adaptation of structural symbols to the morphokinetic information expressed in a word or group of words.

Rewriting Rules
Continuing with the “phrase-structure” analogy, let us consider a simple example of syncopated verbal-morphokinetic description (the order follows the conventional above-cited written text): “every morning, attended mass, all the time, kneeling, hands together, pointing upwards chest, and hat on top hands” (1). (The commas separate the word symbols; note that there are symbols composed of several words).

Representation of (1) using labeled square brackets (K is the initial symbol. Vid Figure 2):

\[ K [NG \text{ hands together } F S \text{ kneeling } P O \text{ pointing upwards chest } O T \{ \text{ all } \} ] \]

\[ S [NG \text{Det every morning, attended mass } M \text{ hat on top hands } M DG K] \]

Assuming that this formalization entities, the branch rewriting rules of the grammar K are:

R1. K → NG DG
R2. DG → Det M
R3. NG → F S
R4. S → P O T
R5. F → hands together
R6. P → kneeling
R7. O → pointing upwards chest
R8. T → all the time
R9. Det → every morning, attended mass
R10. M → hat top hands

The “base mold” of grammar K is acceptable within the restrictive framework imposed by our interpretation of the structural components of the morphokinetic description. In this regard, the formalization of the systematization carried out here is characterized by the negligible abstraction of the categorical notions, and in concert a clear application effect on the grammatical ordering of the symbolized morphokinetic expressions. In some ways, the analogical attitude (as if) indicates that we have defined an intermediate space between the branching rules of phrase marker grammar and the rules of action.

TABLE 2 | Example 1: CMA codes.

<table>
<thead>
<tr>
<th>Code 2_2: Entering from a sitting position on the edge of the pool without help. morphokinetic analysis of the shape of the state of the torso</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
</tr>
<tr>
<td>P</td>
</tr>
<tr>
<td>41/cox</td>
</tr>
<tr>
<td>...</td>
</tr>
</tbody>
</table>

Description
Standing up: (1P) + convex (411F) + forward (21F) + duration (7T) + first attempt (1Det) + tense (4M) + slow, deliberate waiting time (2M)

Morphokinetic syntactic configuration Code 2_2 1-K: 1 411 21f 7 1 4 2

TABLE 3 | Example 2: CMA codes.

<table>
<thead>
<tr>
<th>Code 2_2: Entering from a sitting position on the edge of the pool without help. Analysis of the sequence of positions of large head movements with or without speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
</tr>
<tr>
<td>P</td>
</tr>
<tr>
<td>111/lab</td>
</tr>
<tr>
<td>...</td>
</tr>
</tbody>
</table>

Description
Standing up: (1P) + labile head (111F) + rotation speech (31F) + duration (7T) + first attempt (1Det) + slow, deliberate waiting time (2M) + speech fear (9M)

Morphokinetic syntactic configuration Code 2_2 2-K: 1 111 31 7 1 2 9
TABLE 4 | CMA selection of symbols (#) for free transcription.

<table>
<thead>
<tr>
<th>Form</th>
<th>#</th>
<th>Spatial Points</th>
<th>#</th>
<th>Other Notations</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body parts</td>
<td></td>
<td></td>
<td></td>
<td>Body side</td>
<td></td>
</tr>
<tr>
<td>Joint/areas</td>
<td>1</td>
<td>At center</td>
<td>000</td>
<td>Right/left</td>
<td>F/F</td>
</tr>
<tr>
<td>Neck</td>
<td>2</td>
<td>At center front</td>
<td>100</td>
<td>Bilateral movement</td>
<td>F*</td>
</tr>
<tr>
<td>Shoulder</td>
<td>3</td>
<td>…</td>
<td>…</td>
<td>Unilateral movement</td>
<td>F</td>
</tr>
<tr>
<td>Elbow</td>
<td>4</td>
<td>Standing up</td>
<td>1</td>
<td>Form timing movement</td>
<td>-F</td>
</tr>
<tr>
<td>Knee</td>
<td>5</td>
<td>Sitting</td>
<td>2</td>
<td>Simultaneous compound</td>
<td>F</td>
</tr>
<tr>
<td>Head pole</td>
<td>11</td>
<td></td>
<td></td>
<td>Body participation</td>
<td></td>
</tr>
<tr>
<td>Arms pole</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(e.g., index fingers)</td>
<td>(232)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legs pole</td>
<td>31</td>
<td>Vertical plane</td>
<td>11</td>
<td>Height scale</td>
<td></td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>position</td>
<td>12</td>
<td>body/vertical axis</td>
<td></td>
</tr>
<tr>
<td>Trunk</td>
<td>41</td>
<td>Sagittal plane</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>position</td>
<td>22</td>
<td>x5,...,x1</td>
<td></td>
</tr>
<tr>
<td>Figure</td>
<td></td>
<td>Horizontal plane</td>
<td>31</td>
<td>Time-duration</td>
<td></td>
</tr>
<tr>
<td>Drawing and poetry</td>
<td>abbr./words</td>
<td>Direction</td>
<td></td>
<td>Non-recorded duration &lt; 1 s</td>
<td>&lt;</td>
</tr>
<tr>
<td>Technical terms</td>
<td>abbr./words/numbers</td>
<td>High/low V axis</td>
<td>h/w</td>
<td>≥ 1 s (decimal notation)</td>
<td>1.00</td>
</tr>
<tr>
<td>(e.g., labile head)</td>
<td>(111)</td>
<td>Right/left H axis</td>
<td>r/l</td>
<td>Minutes (u:v)</td>
<td>1:00</td>
</tr>
<tr>
<td>(e.g., convex torso)</td>
<td>(411)...</td>
<td>Forward/backward S axis</td>
<td>f/k</td>
<td>Determinants and attributes</td>
<td>abbr./words/numbers</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(e.g., slow)</td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(e.g., tense)</td>
<td>(4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(e.g., speech fear)</td>
<td>(9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Oblique directions</td>
<td>rf...</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Transcription number</td>
<td>n-K</td>
</tr>
</tbody>
</table>

The readers should read these columns by column.

CRITERIA FOR USE OF THE CMA

The proposed formal method for determining the hidden structure of “natural” morphokinetic expressions provides a syntax that orders the symbols of the morphokinetic alphabet: F ∩ S (P, O, T) ∩ Det ∩ M. As we have just seen, each element of the terminal string is a member of K in NG ∩ DG. For example, “smoothly” is a member of K in DG ∩ M.

The formalized syntax of the morphokinetic phrase serves as a guide not only when the movement image is observed live or through the viewing of photographs, film, or video but also when working with written texts. The grammar K channels the search for answers, and their writing, to the three basic questions: “What has moved?” “What has changed?” and “How has it changed?”

One way of optimizing the structural categories is to link them to the movement behavior criteria established in the field formats. The folder of each structural category can be displayed in as many sub-folders as necessary. Each folder contains complementary or alternative codes and, in addition, there are open options and specific catalogs (in accordance with the morphokinetic protocol created) so that the observer/analyst of movement selects, for each recording level, the codes that describe the image of the observed movement. This procedure can be carried out relatively easily using a database, such as Access.

In the example “learning to swim” (see above), one of the recording axes established in the field format is the criterion entering the water (code 2). Let us suppose that code 2_2, entering from a sitting position on the edge of the pool without assistance, requires a simplified morphokinetic description for some reason. In this case, the file of code 2_2 would contain the sub-files F, S, Det, and M, and the coding dimensions considered to be of interest, the codes, and the stipulated measurement specifications would all be displayed for each one of these sub-files. We propose two examples (Tables 2, 3) of simplified morphokinetic coding [K]. See the list of symbols in Table 4.

Example 1: Analysis of the shape of the torso at the current moment in code 2_2 (Table 2).

Example 2: Analysis of the sequence of positions of large head movements with or without speech in code 2_2. See Table 3.
TABLE 5 | Transcription from Kendon example.

<table>
<thead>
<tr>
<th>Identifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-K [transcription number]</td>
</tr>
<tr>
<td>Action context [*DO]</td>
</tr>
<tr>
<td>Action sign [indicating to leave: Feet]</td>
</tr>
<tr>
<td>Speech [<em>... so maybe we ought + GESTURE</em>]</td>
</tr>
<tr>
<td>Sequence actions order F</td>
</tr>
<tr>
<td>Movement behavior with CMA</td>
</tr>
<tr>
<td><strong>1</strong></td>
</tr>
<tr>
<td><strong>2</strong></td>
</tr>
</tbody>
</table>

Morphokinetic syntactic configuration 1-K: F* 232ext_21ext 21h door

When the aim is to prepare the simplified schema for the data collection work that will subsequently be carried out, the CMA functions as a free transcription system. In the context, it is necessary to economically transcribe the movement action for their analysis (Table 4). Free transcription also converts the kinesics present in written natural language into movement scores.

One example is the compound and sequential gesture described by Kendon (1987, p. 85) — “[action context and speech: ...]. In this gesture he placed his two extended index fingers side by side and then extended both arms away from himself and upwards in the direction of the door*. It is transcribed as follows (Table 5):

Finally, the use of general scripts (e.g., Labanotation) is compatible with our grammar. Any of these transcriptions can be converted to a decimal coding system or translated to the CMA vocabulary (alphabetic and word symbols), achieving an accurate reproduction of the motor action, without loss of meaning.

CONCLUSION

The process of observing human movement depends on how morphokinetic changes are perceived and described. The CMA notation system simplifies, organizes, and restructures (Dittmann, 1987) the morphokinetic changes in the psychological space of the observer/analyst as distinct descriptive phrases or movement configurations. Changes in the body figure are demarcated by the variables of space and time, and the identification is completed through the inclusion of words that mark the context of activity and classify the movement’s linguistic space.

Grammatical formalization is a way of forming acceptable symbol strings in accordance with the properties assigned to the syntactic component. The grammar has been developed here on the basis of phrase marker grammar. The simplest movement phrase, regardless of the size of the morphokinetic unit being considered, must be able to be analyzed as a basic expression: the visual form of the movement described provides information about, on the one hand, the perceived constraints between body, space, and time, and, on the other, the perceived connection between body, space, and time and the particular execution of the motor action.

Without doubt the most delicate question related to precision concerns the selection of movements and their description with respect to the reference framework adopted: body parts/space-time and other attributes.

Finally, the CMA may be useful for several basic reasons set out in this article: (1) it gives structure to the processes of identifying, writing, rebuilding, reflecting upon, and analyzing raw data in the form of time function (video record); (2) it offers an open and flexible coding format that is compatible with the solutions offered by other notational systems for transcribing body movement; (3) it meets the frequent need to combine molar and molecular units in the same recording as if it were a zoom, in other words, without losing the unitary view of the whole body under consideration; (4) it allows the computerized management of visual notations; (5) it combines the principles of synchrony and diachrony of movement behavior, which enables advanced analytic techniques (time-series, sequential analysis, T-pattern analysis, etc.) to be applied to the matrix of reliable data; and (6) it performs an appreciable function as a transcription system in situations involving direct observation and when working with the kinesics of written texts.

The CMA is designed as a basic framework for developing specific coding schemes of body movement in a social context. In this regard, the next step will be to build a guide for recording and coding movement behaviors in each area of study. Further research is required on the applications of the CMA in order to assess its potential and scope. It is expected that new initiatives will provide additional evidence about the versatility of the system and assurances regarding the reliability of the trials carried out by different researchers who are committed to the grammatical principles of the morphokinetic observation on which the CMA is based: simplified coding, field format time recording, and syntactic rules of descriptions.
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Absolute and Relative Training Load and Its Relation to Fatigue in Football
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The aim of the study was to assess the relationship of external and internal training load (TL) indicators with the objective and subjective fatigue experienced by 15 semi-professional football players, over eight complete weeks of the competition period in the 2015–2016 season, which covered microcycles from 34th to 41st. The maximum heart rate (HRmax) and maximum speed (Vmax) of all the players were previously measured in specific tests. The TL was monitored via questionnaires on rating of perceived exertion (RPE), pulsometers and GPS devices, registering the variables: total distance (TD), player load 2D (PL2D), TD at >80% of the Vmax (TD80), TD in deceleration at < -2 m·sec⁻² (TDD < -2), TD in acceleration >2 m·sec⁻² (TDA > 2), Edwards (ED), time spent at between 50 and 80% (50–80% HRmax), 80–90% (80–90% HRmax), and >90% of the HRmax (>90% HRmax), and RPE both respiratory/thoracic (RPEres) and leg/muscular (RPEmus). All the variables were analyzed taking into account both the absolute values accumulated over the week and the normalized values in relation to individual mean competition values. Neuromuscular fatigue was measured objectively using the countermovement jump test and subjectively via the Total Quality Recovery (TQR) scale questionnaire. Analytical correlation techniques were later applied within the general linear model. There is a correlation between the fatigue experienced by the player, assessed objectively and subjectively, and the load accumulated over the week, this being assessed in absolute and relative terms. Specifically, the load relative to competition correlated with the physical variables TD (−0.279), PL2D (−0.272), TDD < −2 (−0.294), TDA > 2 (−0.309), and sRPEmus (−0.287). The variables related to heart rate produced a higher correlation with TQR. There is a correlation between objectively and subjectively assessed fatigue and the accumulated TL of a player over the week, with a higher sensitivity being shown when compared to the values related to the demands of competition. Monitoring load and assessing fatigue, we are closer to knowing what the prescription of an adequate dose of training should be in order for a player to be as fresh as possible and in top condition for a match. Normalizing training demands with respect to competition could be an appropriate strategy for individualizing player TL.

Keywords: team sports, training, physical load, physiological load, fatigue
INTRODUCTION

The main aim of training is to provide a stimulus which will optimize the player/team’s performance during competition whilst minimizing the negative consequences of that training such as lack of freshness, fatigue, over-training, or injury (Gabbett et al., 2012). The load experienced by players in training and competition can provoke temporary metabolic, neuromuscular or mental fatigue (Campos and Toscano, 2014), reducing performance (Fessi et al., 2016) and increasing the possibility of injury to the player (Ehrmann et al., 2016). In fact, the inappropriate management of training loads (TDs) is emerging as one of the main risk factors in no contact injuries (Soligard et al., 2016).

However, appropriate doses of stimulus could improve performance and protect against possible injury (Gabbett et al., 2016). It is therefore vitally important for physical fitness and sports technicians to determine the optimum quantity of training required for the player to continue improving his/her fitness or to maintain it without putting at risk their freshness, and to reduce the probability of injury, with a view to the maximization of performance in competition.

By monitoring load (Akenhead et al., 2016), information can be obtained concerning the handling of its prescription to try to reduce, when appropriate, acute fatigue (thus improving freshness), so that performance does not decrease whilst avoiding placing the player at greater risk of injury (Gabbett, 2016). The search for an optimum relationship between load, fatigue-freshness and performance is no easy task, given that it concerns an individual process influenced by internal and external factors which are at times independent from the workload itself (Gabbett et al., 2012). In addition to knowing the external load placed on the players, it is necessary to discover how this affects each player (internal load) given that the same external load can have different repercussions in different players or even in the same player at different points in the season (Impellizzeri et al., 2005). Current scientific literature (Gaudino et al., 2013; Colby et al., 2014) presents different methods for controlling load levels (external and internal) in team sports players. That research used objective measurements such as GPS devices (Casamichana et al., 2013) or heart rate monitoring (HR) (Henderson et al., 2015), but also subjective measurements such as the rating of perceived exertion (RPE) (Los Arcos et al., 2014b).

As a consequence of imposed load, the performance of a player is temporarily reduced due to the fatigue which is generated. Fatigue is defined as any decrease in muscular performance associated with muscular activity (Nédélec et al., 2012a). There is currently (Gastin et al., 2013) widespread use of different methods (objective and/or subjective) to assess fatigue. To this effect, the procedure used repeatedly to objectively assess fatigue is a variety of vertical jumps, such as the countermovement jump test (CMJ) (McLean et al., 2010; Malone et al., 2015; Thorpe et al., 2015). Alternatively, subjective assessments of fatigue are done using questionnaires such as that of Hopper (Hooper and Mackinnon, 1995), variables associated to Wellness (Thorpe et al., 2016a), Total Quality Recovery Scale (TQR) (Kentta and Hassmen, 1998), The Profile of Mood State (McNair et al., 1971).

There is an increasing tendency to study (Thorpe et al., 2016b) the relationships between the TD borne by players and the fatigue which this produces, in an attempt to find the optimum load with which to increase physical fitness, allowing the soccer players to be fresh for the match whilst avoiding loads which by default or excess put him/her at risk of injury.

Accumulated load values are usually assessed in absolute terms (Gabbett and Ullah, 2012; Cross et al., 2016). To date, no research has normalized the TD to the mean values of the player in competition. This would allow the comparison of the TD demand placed on the player with the demands of competition, which have shown a high inter-individual variability (Schuth et al., 2016).

To that end, the aim of this research is to study the relationship between external and internal training load indicators (TL), in absolute values and relative to competition, with respect to the fatigue experienced by semi-professional football players measured using objective and subjective values. The results of this research could increase knowledge about how to manage the load imposed on players with a view to adjusting its prescription in order to optimize physical performance in competition.

MATERIALS AND METHODS

Subjects

A total of 15 semi-professional male football players (Defenders = 5, Midfielders = 8 and Forwards = 2, goalkeeper did not take part in the study) took part in the study (age = 25.2 ± 3.0 years; height = 177.8 ± 5.6 cm; weight = 76.9 ± 6.5 kg) percentage of body fat (Mohr and Johnsen, 1972) was 11.6 ± 2.7% from group IV of the third division in the Spanish League. The players did, on average, 3–4 weekly training sessions and played one official match every weekend. The Ethics Committee of research with humans (CEISH) of the University of the Basque Country (UPV/EHU) gave its institutional approval of the study. In accordance with the protocol, before taking part in the study, all the players involved signed an informed consent form. Both the participants and the team’s technical body were kept informed at all times about the procedure and possible risks and benefits of the study.

Training Sessions and Competition Matches

All the training sessions and competition matches were monitored during the microcycles of the study. In total, 250 recordings were made in 20 training sessions (16.7 ± 3.6 per player) and 72 recordings from eight matches (4.9 ± 2.1 per player). The individual session or match recordings were grouped into microcycles, with a total of 69 weekly recordings (4.6 ± 1.3 per player). In order to calculate the mean value of the demands in competition, all the values were normalized to a 90 min match (mean match duration recorded per player ±SD).

Heart Rate

In all the training sessions and competition matches heart rate (HR) was recorded via a short range telemetry system (Polar...
The reliability of the devices used in this study has been reported in previous studies (Macleod and Sunderland, 2012). To quantify the internal load from the HR the Edwards (1993) method was used. The Edwards method distributes the exertion of the HR in five different zones. Each zone has an established value (50–60% $HR_{max} = 1$, 60–70% $HR_{max} = 2$, 70–80% $HR_{max} = 3$, 80–90% $HR_{max} = 4$, 90–100% $HR_{max} = 5$) which are later added together.

To calculate the maximum HR for each player, a maximal progressive test was carried out on a treadmill with a HR monitor, beginning with a speed of 8 km/h$^{-1}$ which was increased at a rate of 1 km/h$^{-1}$ every minute until the point of physical exhaustion was reached (Griffith et al., 2002). Furthermore, the minutes spent in each zone were taken into account in the following intensity ranges (Henderson et al., 2015): time spent between 50 and 80% of the maximum HR (50–80% $HR_{max}$), time spent between 80 and 90% of the maximum HR (80–90% $HR_{max}$); and time spent at more than 90% of the maximum HR (>90% $HR_{max}$).

**Perceived Exertion Response**

Once the training and/or match was finished, the players had to complete a subjective RPE. The RPE questionnaire used was a translation into Spanish of the Borg scale of 0–10 points (Los Arcos et al., 2014b). The Edwards method distributes the exertion of the HR in five different zones.

The players were able to respond with a plus symbol (for example 5+ means 5.5) next to the unit of assessment. The assessment was carried out 10 min after the end of the session or match (Ngo et al., 2011). Afterward, the value obtained in each of the scales was multiplied by the duration of the session or match (including warm-up and rests or pauses, but excluding cool down) to obtain the following variables (sRPEres and sRPEmus) (Los Arcos et al., 2014b).

**Physical Variables**

The players’ external load was monitored using GPS devices (Minimax S4, Catapult Innovations, Docklands, VIC, Australia, 2010) which function at a sampling frequency of 10 Hz and contain a 100 Hz triaxial accelerometer. The reliability and validity of the devices used in this study have been reported in previous studies (Castellano et al., 2011b; Gale-Ansodi et al., 2016). The mean ($±SD$) number of satellites during data collection was 12.5 ($±0.6$). The device was attached to the upper back of each player using a special harness. The GPS devices were activated 15 min before the start of each session or match, in accordance with the manufacturer’s instructions. The data from the GPS devices was later downloaded to a PC to be analyzed using the Sprint v5.1.4 software package (Catapult Innovations, Docklands, VIC, Australia, 2010).

The following physical variables were studied: (a) TD, total distance (TD) in m; (b) TD80, distance covered at more than 80% of maximum speed ($V_{max}$) in m; (c) PL2D, player load 2D [in arbitrary units (AUs)]; (d) TD80%, percentage of distance covered at more than 80% of $V_{max}$ (in %); (e) TDD < −2, TD in deceleration under $−2$ m/sec$^{-2}$ (in m); and (f) TDA > 2, TD in acceleration over 2 m/sec$^{-2}$ (in m).

**Assessment of Neuromuscular Fatigue**

To assess neuromuscular fatigue, as in previous work (McLean et al., 2010), a test was carried out (vertical bipedal jump with countermovement and with hands on hips) using the previously validated app My Jump v.1 (Balsalobre-Fernández et al., 2015). The protocol followed is similar to that of Malone et al. (2015). Prior to the test the players did a standard warm up including a 5 min low speed run with dynamic exercises and two 20 m progressions followed by three repeats of the jump.

The best value obtained in the 14 tests of the trial was used to calculate the maximum CMJ ($CMJ_{max}$) of each player. Furthermore, in each microcycle the level of absolute fatigue (FATabs) of each player was calculated by discovering the percentage of the value obtained by the player on the pre-match session day (always carried out 24 h before the next match) with respect to the $CMJ_{max}$ value. The following formula was used to calculate the absolute fatigue value: CMJpre/CMJmax. To calculate relative fatigue (FATrel) the formula $CMJ_{pre}/CMJ_{post}$ was used. This second fatigue value was calculated in order to know specifically whether the load accumulated in the week prior to the one studied had any repercussion on the freshness or objective fatigue of the player. The coefficient of variation (CV) for each of the CMJ tests was of between 0.0 and 7.7%.

**Assessment of Subjective Fatigue**

The subjective questionnaire TQR scale (Kennta and Hassmen, 1998) was used as a subjective measurement to assess the fatigue suffered by the players. The questionnaire was given to the players 10 min before the start of training or pre-match warm-up. The players had to complete the TQR by answering the question “how recovered do you feel?” on a scale of 0–10, with 0 being rested and 10 extremely good recovery.

**Procedure**

This observational study was carried out during the competitive phase (March–April) of the 2015–2016 season during the microcycles from 34 to 41th. All training and matches were monitored via pulsometers and GPS. Two of the microcycles were excluded from the analysis as not all of the sessions were present. Before beginning the trial, the players underwent a maximal progressive resistance test on a treadmill (in laboratory) to calculate the maximum HR of each player and a 40 m speed test on the training ground whilst wearing the GPS devices. Furthermore, where higher values in peak speeds were detected, these were taken as the $V_{max}$ of the player.

During the study period, performance in a CMJ test was recorded both on the first training day of the week (with a minimum of 48 h with respect to competition) and the last (24 h prior to the next competition). The test was always carried out outdoors and the players previously familiarized with it. It was decided not to include the CMJ test for matches for two reasons – one was the lack of adequate facilities in away matches and the second was due to the difficulty in getting the players to carry out maximal tests on competition days, despite these having a low impact on fatigue. Furthermore, before beginning the first or the last training session of the
week or pre-match warm-up, the players completed the TQR questionnaire (TQRpost, TQRpre, and TQRcomp, respectively). Finally, after the training session or match they completed the RPE questionnaire.

For the correlation analysis between load and fatigue, both the absolute values accumulated through the week and the accumulated values normalized to individual competition were used. The competitive reference values were obtained from the competitions recorded during the same trial. For this, the mean values of each player in competition were used as reference.

**Statistical Analysis**

Starting from the relative values of the different physical, physiological and perception of exertion variables, correlation analysis techniques were implemented within the general linear model. The results are shown as mean and standard deviation (±SD). The Pearson correlation coefficient was calculated to determine whether there was a relationship, and if this was significant among the analyzed variables. To interpret the results, threshold values for the Pearson correlation coefficient used by Salaj and Marckovic (2011) were used: low (r ≤ 0.3), moderate (0.3 < r ≤ 0.7) to high (r > 0.7). The statistical analysis was conducting using SPSS v.23 (IBM, Corp., Chicago, IL, United States). Significance level was fixed at 0.05 (p < 0.05).

**RESULTS**

Table 1 shows the mean and ±SD values for each of the variables obtained by the players in the matches played during the trial. It also shows the mean and (±SD) values of the load accumulated by microcycle, normalized to the demand of competition. It can be seen that in all the analyzed variables, except that of TD80, the accumulated weekly load was higher than the mean load in competition (a value of 100% means that the demands of competition are repeated for this variable).

Table 2 shows the values obtained in the different CMJ tests carried out during the trial together with assessment of neuromuscular fatigue (FATabs and FATrel) and the subjective assessments of the state of fatigue (TQRpost, TQRpre, and TQRcomp). As it can see when TQR scale are closed to the matches the values of subjective fatigue are higher, that is, player finished the week with better wellness.

Table 3 shows the correlations between objective fatigue with the 13 load variables studied, both in absolute values and relative to the competitive demand for each player. The results show that the objectively measured fatigue (FATabs and FATrel) correlated only with some of the internal and external load variables, when the load was assessed in absolute and relative terms. Among the physical variables, only TDA > 2 is moderately correlated with the FATabs variable, while the other variables that are significantly correlated with FATabs present low correlations. There were higher correlations between relative values of the match demands than when were used absolute values. Subjective assessment of fatigue (TQRpre and TQRcomp) obtained correlations in a moderate range and were significantly high (p < 0.01) for the three HR variables.

**DISCUSSION**

The aim of this research was to study the relationship between the TD, from external and internal indicators, and the objective and subjective assessment of fatigue in semi-professional football players. This is the first piece of work which relates the load placed on semi-professional footballers in terms relative to the demands of competition with the fatigue accumulated in each microcycle of the competitive period, calculated using an objective CMJ test and also via the subjective perception of recovery quality (TQR).

The main results of the study can be summarized as follows: (1) normalizing training demands with respect to competition could be an appropriate strategy for individualizing player TD, (2) both the use of objective (from CMJ) and subjective (from TQR) fatigue indicators proved to be related to the load borne by players in the weekly microcycle.

The application of this procedure of individually monitoring TD and fatigue in players can be applied to load adjustment for each of the variables. The aim would be, on the one hand, to avoid players being fatigued on match day, and on the other hand, to increase the status of training among players, optimizing physical fitness and thus being able to give maximum performance on competition day. Previous studies (Impellizzeri et al., 2005; McLean et al., 2010; Nédélec et al., 2012b; Casamichana et al., 2013; Gastin et al., 2013; Gaudino et al., 2013; Colby et al., 2014; Los Arcos et al., 2014a; Henderson et al., 2015; Malone et al., 2015; McLean et al., 2010; Nédélec et al., 2012b; Casamichana et al., 2013; Gastin et al., 2013; Gaudino et al., 2013; Colby et al., 2014; Los Arcos et al., 2014a; Henderson et al., 2015; Malone et al., 2015; McLean et al., 2010; Nédélec et al., 2012b; Casamichana et al., 2013; Gastin et al., 2013; Gaudino et al., 2013; Colby et al., 2014; Los Arcos et al., 2014a; Henderson et al., 2015; Malone et al., 2015;
Thorpe et al., 2015; Akenhead et al., 2016; Gabbett, 2016; Gabbett et al., 2016) have analyzed the load placed on players in training and matches, but none have compared the load accumulated by the players in a training microcycle normalized to the physical demands of competition, despite being a practice used by elite teams as a means of training status (Akenhead and Nassis, 2016).

The decision to take the physical demands of competition as an individual reference is due to the probability that similar doses of training (absolute load) do not suppose the same percentage in relation to that which competition demands of each player (% of the match). This is not only because of differences in imposed demands on the players depending on their position on the pitch (Di Salvo et al., 2007), but also due to inter-individual variations (Impellizzeri et al., 2005; Castellano and Blanco-Villaseñor, 2015) even among those playing in the same position. To consider only the demands of training in absolute values could lead to inappropriate decisions being taken in the prescription of TD, over-stimulating certain variables in some players whilst other players may not be sufficiently stimulated in relation to the values of some variables in competition.

This gives rise to a new hypothesis regarding the need to individualize the variables which can affect a player’s fatigue or recovery, which will require further research. It is known that each player assimilates loads in a different way, due to his/her past and present characteristics (Impellizzeri et al., 2005), which provokes a particular state of fatigue which could be conditioned by the type of demand variable (e.g., those related to speed, acceleration/deceleration or metabolic system). That is why it is essential to individualize training as far as possible in order to strengthen collective training and thus optimize competition performance.

In order to normalize the weekly load, in this work it was decided to take as a reference the mean values of each player in competition, whilst being aware that these competition demands present a moderate-elevated variability (Castellano and Blanco-Villaseñor, 2015) in response to numerous situational variables such as place, current score or the quality of the teams (Castellano et al., 2011a). All of these could provoke a demand on the players at specific times which is higher than the estimated match average.

However, the quantity of load placed on the players should be conditioned by what they are able to assimilate, in order not to avoid over-training or increasing the probability of injury (Gabbett, 2016). To avoid unwanted negative effects from the load, it is necessary to study the player’s accumulated fatigue. Special attention is currently being paid (McLean et al., 2010; Gabbett et al., 2016).

### TABLE 2 | Mean and standard deviation values of the objective and subjective fatigue variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>CMJpost (cm)</th>
<th>CMJpre (cm)</th>
<th>CMJmax (cm)</th>
<th>FATabs (%)</th>
<th>FATrel (%)</th>
<th>TQRpost (AU)</th>
<th>TQRpre (AU)</th>
<th>TQRcomp (AU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>34.8</td>
<td>34.7</td>
<td>37.4</td>
<td>0.93</td>
<td>0.99</td>
<td>7.34</td>
<td>7.44</td>
<td>7.91</td>
</tr>
<tr>
<td>±SD</td>
<td>3.6</td>
<td>3.6</td>
<td>3.4</td>
<td>0.04</td>
<td>0.05</td>
<td>1.80</td>
<td>1.26</td>
<td>1.25</td>
</tr>
</tbody>
</table>

CMJpost is countermovement jump carried out post-competition, CMJpre is countermovement jump carried out pre-competition, CMJmax is the maximum value of countermovement jump obtained in the trial, FATabs is absolute fatigue, FATrel is relative fatigue, TQRpost is the TQR questionnaire completed on the first day of training, TQRpre on the day before competition and TQRcomp done on match day.

### TABLE 3 | Values of the Pearson correlations of the objective absolute (FATabs), relative (FATrel) and subjective fatigue variables on the day before (TQRpre) and on competition day (TQRcomp) in relation to the accumulated weekly values of the absolute load variables and those relative to competition.

<table>
<thead>
<tr>
<th>Variables</th>
<th>FATabs</th>
<th>FATabs</th>
<th>FATrel</th>
<th>FATrel</th>
<th>TQRpre</th>
<th>TQRpre</th>
<th>TQRcomp</th>
<th>TQRcomp</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rel</td>
<td>Abs</td>
<td>Rel</td>
<td>Abs</td>
<td>Rel</td>
<td>Abs</td>
<td>Rel</td>
<td>Abs</td>
</tr>
<tr>
<td>LD</td>
<td>–0.279*</td>
<td>–0.234</td>
<td>–0.233</td>
<td>–0.186</td>
<td>–0.046</td>
<td>–0.079</td>
<td>–0.190</td>
<td>–0.199</td>
</tr>
<tr>
<td>PL2D</td>
<td>–0.272*</td>
<td>–0.153</td>
<td>–0.192</td>
<td>–0.095</td>
<td>0.000</td>
<td>0.233</td>
<td>–0.144</td>
<td>0.015</td>
</tr>
<tr>
<td>TDA</td>
<td>–0.178</td>
<td>–0.221</td>
<td>–0.161</td>
<td>–0.277*</td>
<td>–0.034</td>
<td>0.016</td>
<td>0.095</td>
<td>0.065</td>
</tr>
<tr>
<td>TDA &lt; –2</td>
<td>–0.294*</td>
<td>–0.278*</td>
<td>–0.251</td>
<td>–0.241</td>
<td>–0.029</td>
<td>–0.089</td>
<td>–0.135</td>
<td>–0.234</td>
</tr>
<tr>
<td>TDA &gt; 2</td>
<td>–0.309*</td>
<td>–0.283*</td>
<td>–0.227</td>
<td>–0.234</td>
<td>–0.036</td>
<td>–0.154</td>
<td>–0.134</td>
<td>–0.250</td>
</tr>
<tr>
<td>ED</td>
<td>–0.170</td>
<td>–0.138</td>
<td>–0.123</td>
<td>–0.129</td>
<td>0.195</td>
<td>0.215</td>
<td>0.075</td>
<td>0.109</td>
</tr>
<tr>
<td>&gt;90% HRmax</td>
<td>0.074</td>
<td>0.042</td>
<td>0.079</td>
<td>0.067</td>
<td>0.233</td>
<td>0.436**</td>
<td>0.193</td>
<td>0.288*</td>
</tr>
<tr>
<td>80–90% HRmax</td>
<td>0.031</td>
<td>0.072</td>
<td>0.007</td>
<td>0.033</td>
<td>0.350**</td>
<td>0.061</td>
<td>0.337*</td>
<td>0.164</td>
</tr>
<tr>
<td>50–80% HRmax</td>
<td>0.061</td>
<td>0.302*</td>
<td>0.090</td>
<td>0.219</td>
<td>0.114</td>
<td>–0.186</td>
<td>0.146</td>
<td>–0.268*</td>
</tr>
<tr>
<td>PReMus</td>
<td>–0.039</td>
<td>–0.085</td>
<td>–0.045</td>
<td>0.096</td>
<td>0.022</td>
<td>–0.039</td>
<td>0.051</td>
<td>0.101</td>
</tr>
<tr>
<td>sPReMus</td>
<td>–0.186</td>
<td>–0.176</td>
<td>–0.086</td>
<td>0.057</td>
<td>–0.021</td>
<td>–0.164</td>
<td>–0.052</td>
<td>–0.163</td>
</tr>
<tr>
<td>sRPReMus</td>
<td>–0.166</td>
<td>–0.214</td>
<td>–0.141</td>
<td>–0.012</td>
<td>–0.037</td>
<td>–0.096</td>
<td>–0.032</td>
<td>0.021</td>
</tr>
<tr>
<td>sRPReMus</td>
<td>–0.287*</td>
<td>–0.283*</td>
<td>–0.174</td>
<td>–0.146</td>
<td>–0.086</td>
<td>–0.215</td>
<td>–0.120</td>
<td>–0.226</td>
</tr>
</tbody>
</table>

TD is total distance, PL2D is player load 2D, TDA is TD at more than 80% of maximum speed (HRmax), TDA < –2 is TD in deceleration below –2 m/sec², TDA > 2 is TD in acceleration above 2 m/sec², ED is Edwards, >90% HRmax is the time spent at more than 90% of the HRmax, 80–90% HRmax is the time spent between 80 and 90% of the HRmax, 50–80% HRmax is the time spent between 50 and 80% of the HRmax. PReMus is the perceived exertion response (respiratory/thoracic), sPReMus is the perceived exertion response (muscular), multiplied by the minutes in the session, and sRPReMus is the perceived exertion response (respiratory/thoracic) multiplied by the minutes in the session. *p < 0.05 and **p < 0.01 (bilateral).
Gabbett and Ullah, 2012) to the assessment of neuromuscular fatigue via a simple and objective vertical jump test (i.e., CMJ).

Assessment of neuromuscular fatigue from CMJ may not be sensitive when the aim is to compare acute fatigue from a football training session (difference in a test of jump over height reached in pre with respect to post-training) (Malone et al., 2015) perhaps because football training usually involves multidimensional demands (Gaudino et al., 2015). In our research, the neuromuscular fatigue measured with CMJ was sensitive to the different percentages of load borne by the players during the training week.

Along the same lines, Gathercole et al. (2015) in his study found significant correlations between different microcycles for the CMJ variable which measures neuromuscular fatigue. Although more research is needed, assessment of neuromuscular fatigue via CMJ, or other tests, could be a useful tool for adjusting optimum TD, by which the technical team could ensure that their players are fresh when they come to compete.

This innovative study has also analyzed variables connected to accelerations and decelerations in which correlations with fatigue have also been found. To be more specific, the variables related to the neuromuscular dimension (PL and accelerations and decelerations) showed a greater sensitivity (correlation) with this objective jump test.

The use of questionnaires such as the TQR has allowed us to discover the player's degree of subjective recovery at the end of the microcycle, which provides information on the fatigue generated in the player during the week. Despite there being practically no differences in the TQRpost with respect to the end of the week (TQRpre), it is worth pointing out that in the variables related to HR, and therefore the cardiovascular energy system, it was the TQR questionnaire which showed a higher sensitivity to the changes.

This suggests that it may be interesting to consider that just as different dimensions of TD are monitored, it could be relevant to have various tools available with which to assess the state of player fatigue or recovery, which would deal with different dimensions of the fatigue generated.

One of the limitations of the study was the relatively low number of recordings of training session load and match load. A higher number of recordings would have provided more information about each player and therefore established particular load-fatigue relationships for each one, in the search for the adequate dose and typology of TD for each player.

We should also highlight that using a higher number of players in the study, apart from providing information about their physical condition, would have shown how far players with different ability or fitness present a particular load-recovery relationship. This would thus allow attention to be paid to the capacity for bearing load and/or being fresher in competition or having better recovery after the match (Rabbani and Buchheit, 2016).

Finally, it should also be underlined that the reduced sample group did not allow the incorporation of variables with which to differentiate the players who played a match in the week prior to the studied microcycle. It is probable that different states of recovery at the beginning of the week could have conditioned some of the results of this work.

**Practical Applications**

With the information obtained from the monitoring of TD and assessment of fatigue (objective and subjective), we are closer to knowing what the prescription of an adequate dose of training should be in order for a player to be as fresh as possible and in top condition for a match.

**CONCLUSION**

The main conclusion of this study is that in those microcycles where the players accumulated a greater TD or high values in the load indicators normalized to those demanded in competition, the players showed a higher level of neuromuscular fatigue, measured with CMJ. However, the players were able to recover practically the same CMJ values (measured with the FATrel) as at the beginning of the week prior to competition. This research provides a better understanding of the load-fatigue relationship with respect to competition demands. Information about external objective load (distance, speed, and acceleration/deceleration), internal objective load (HR) and internal subjective load (RPE) on the one hand, and the objective (CMJ) and subjective (TQR) indicators for fatigue assessment on the other, can help trainers to better understand and adequately manage training status and player freshness throughout the training process. Finally, it would be necessary to know whether the load borne by the players in the weekly training process maintains or improves their fitness, and thus discover whether management of the load-fatigue binomial produces an improvement in the players’ physical performance.
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How Game Location Affects Soccer Performance: T-Pattern Analysis of Attack Actions in Home and Away Matches
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The influence of game location on performance has been widely examined in sport contexts. Concerning soccer, game-location affects positively the secondary and tertiary level of performance; however, there are fewer evidences about its effect on game structure (primary level of performance). This study aimed to detect the effect of game location on a primary level of performance in soccer. In particular, the objective was to reveal the hidden structures underlying the attack actions, in both home and away matches played by a top club (Serie A 2012/2013—First Leg). The methodological approach was based on systematic observation, supported by digital recordings and T-pattern analysis. Data were analyzed with THEME 6.0 software. A quantitative analysis, with nonparametric Mann–Whitney test and descriptive statistics, was carried out to test the hypotheses. A qualitative analysis on complex patterns was performed to get in-depth information on the game structure. This study showed that game tactics were significantly different, with home matches characterized by a more structured and varied game than away matches. In particular, a higher number of different patterns, with a higher level of complexity and including more unique behaviors was detected in home matches than in the away ones. No significant differences were found in the number of events coded per game between the two conditions. THEME software, and the corresponding T-pattern detection algorithm, enhance research opportunities by going further than frequency-based analyses, making this method an effective tool in supporting sport performance analysis and training.
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INTRODUCTION

The influence of game location on performance has been investigated in sport contexts for more than 30 years. Courneya and Carron (1992) defined the so-called “home advantage” as “the term used to describe the consistent finding that home teams in sport competitions win over 50% of the games played under a balanced home and away schedule” (p. 13). Research has pointed out how athletes and teams perform significantly better when competing at home (Allen and Jones, 2014; Sarmento et al., 2014). While it is true that home advantage does not play the same role in all sports
(Jones, 2013), there are no sports where athletes or teams perform better when playing away from their home venue (Courneya and Carron, 1992; Nevill and Holder, 1999; Jones et al., 2015).

Comprehensive models have been developed to guide the understanding of the home-advantage phenomenon. An outline on recent research (Allen and Jones, 2014) identified three models which take different positions on the explanation of the home advantage phenomenon: the standard model (Courneya and Carron, 1992; Carron et al., 2005), the territoriality model (Neave and Wolfsón, 2003), and the "home disadvantage" model (Wallace et al., 2005).

Relevant to this work is the operationalization of the link between outcomes and performance, offered by Courneya and Carron (1992) within their standard model. We will refer to this model when speaking about three performance levels. The primary one represents the fundamental skill execution (e.g., free throw percentage in basketball, penalties per game in soccer); the secondary is the intermediate or scoring aspect of performance (e.g., points scored in basketball); and the tertiary corresponds to the traditional outcome measure (e.g., win—loss ratio).

Concerning soccer, game-location affects positively the secondary and, more often, the tertiary level of performance, representing an important factor in determining the result of a game (e.g., Pollard, 1986, 2006; Brown et al., 2002; Wolfsón et al., 2005; Pollard and Gómez, 2013).

However, there are fewer evidences about the effect of game location on game structure (primary level of performance). Most of the studies analyzed professional British soccer teams. Sasaki et al. (1999) found that the 1st division team they studied from the 1996 to 1997 season performed a greater number of goal attempts, shots on target, shots blocked, shots wide, and successful crosses during home matches. Tucker et al. (2005) analyzed the matches of a professional team and found significant differences in the frequency of corner, crosses, dribbles, passes, shots (more in home matches), clearances, goal kicks, gains of possession, and losses of control (more in away matches).

However, Taylor et al. (2008) showed that the outcome of most behaviors of the professional team they studied were not influenced by game location.

Other studies have tended to aggregate performance of different teams during analysis. Carmichael and Thomas (2005) revealed that in the Premier League home teams have significantly higher performance measures for attack indicators, such as shots and successful passes in the scoring zone, while away teams committed significantly more fouls and suffered more yellow and red cards. Lago-Peñas and Lago-Ballesteros (2011) analyzed 380 games of the Spanish professional soccer league, focusing on the effects of game location and team quality in determining technical and tactical performances, and showed that home team have significantly higher means for goal scored, total shots, shots on goal, attacking moves, box moves, crosses, offsides committed, assists, passes made, successful passes, dribbles made, successful dribbles, ball possession, and gains of possession, while visiting teams presented higher means for losses of possession and yellow cards. However, Seçkin and Pollard (2008) in their analysis of 301 matches during the season 2005–2006 in the Turkish Super League showed that the success rates for shots, fouls and disciplinary cards do not differ between home and away teams.

The contradictory findings showed in these studies may be due to the fact that the authors examined the effects of match location on single indicators of performance rather than on patterns of play. Recent studies in sport contexts have underlined the importance of identifying visual undetectable structural regularities in order to better assess the complex reality they refer to (Anguera et al., 2013; Zurloni et al., 2014a; Cavalera et al., 2015).

With our study, we propose an innovative data analysis technique for the analysis of performance on a primary level. It involves the detection of temporal patterns (T-patterns), to reveal hidden yet stable structures that underlie the interactive situations during matches. Therefore, detecting hidden patterns could help the coach to better predict both the performer's behavior and the opponent's one thanks to an integrated system that allows for an increased depth of analysis (Zurloni et al., 2014a).

This methodology is based on systematic observation, allowing the analysis of all the relevant information about any aspect related to any interactions linked with primary factors. The same single behaviors, which appear with the same frequency, can combine with each other to form different patterns of play; t-pattern analysis allows to detect these patterns, surpassing the results obtained by exclusively considering single indexes of behavior (such as number of crosses, or yellow cards).

Temporal pattern analysis (Magnusson, 2000) has been applied to a great number of research experiments in very different fields. Patterns have been used to describe, interpret and understand phenomena such as deceptive communication (Anolli and Zurloni, 2009; Zurloni et al., 2013, 2016; Diana et al., 2015), animal and human behavior (Casarrubea et al., 2015a,b) a wide variety of observational and sports studies, such as analysis of soccer team play (Camerino et al., 2012; Castañer et al., 2016), detection deception in doping cases (Zurloni et al., 2014b), motor skill responses in body movement and dance (Castañer et al., 2009), effectiveness of offensive plays in basketball (Remmert, 2003; Fernández et al., 2009) and futsal (Sarmento et al., 2015) or tactics employed by runners (Aragón et al., 2015).

Only few studies have recently applied T-pattern methodology to soccer. In a preliminary investigation, Jonsson et al. (2010) have examined T-pattern in five Icelandic and nine international soccer matches and showed a correlation between the number of patterns identified in each match and the coaches' ratings of team performance. Moreover, data showed a more defined temporal structure in international matches than in national ones, suggesting that international soccer matches are characterized by the presence of a more structured game. In another study, thirteen national and seven international soccer matches were coded using T-pattern analysis, confirming that the players' behavior is more synchronized than the human eye can detect and suggesting that high levels of synchrony are correlated with a good evaluation of performance by professional coaches (Jonsson et al., 2003). Camerino et al. (2012) used T-pattern analysis in order to analyze five National League (Liga) matches and five Champions' League matches from the 2000 to 2001 season of soccer.
FC Barcelona. T-patterns detected revealed regularities in the playing styles of the observed team, including ball possession and ball position patterns during the attacking actions. Zurloni et al. (2014a) compared the T-patterns of attack actions in the won matches and in the lost ones played by a top club of the Italian National League Championship (Serie A) over the 2012–2013 season. The number of pattern occurrences and the number of different T-patterns detected was greater for lost matches and lower for the won matches, whereas the number of events coded was similar.

Rather than focusing on single indicators of performance, this paper aims to detect the effect of game location on the structure of play (primary level of performance) analyzing how single behaviors can combine to form patterns of play. Specifically, we will focus on attack actions, comparing T-patterns detected in home and away matches. Within the T-pattern approach, we define diversity of patterns as the number of unique behaviors included in patterns and pattern complexity as the synthesis of its length (the number of events that composes a pattern) and the number of levels (the hierarchical structure of a pattern). Given that, our hypotheses are:

H1: higher number of different patterns in home than in away matches;
H2: higher patterns’ diversity in home than in away matches;
H3: higher complexity (more length and levels) of patterns in home than in away matches.

**METHODS**

We employed a systematic observation (Anguera, 1979; Anguera et al., 2011; Portell et al., 2015a) combined with recent technology, bringing great advantages in terms of recording quality, measurement of time, and capture of co-occurrences or diachrony (Borrie et al., 2002). We designed an ad hoc observation instrument, and observation was active, methodologically rigorous, non-participative, and characterized by total perceptivity. The systematic observation became more and more widespread within sport research (Lapresa et al., 2013a,b), because of its high flexibility and adaptability (Sánchez-Algarra and Anguera, 2013; Portell et al., 2015b).

The methods of analyzing performance in the game of soccer have evolved from the simple use of hand notation tracking of players’ movements on scale plans of pitches to the current utilization of digital video recordings and computerized analyses.

**Design**

We consider three main criteria to give a taxonomic definition of the observational design, as applied to our study (Anguera et al., 2011). It was nomothetic (as opposed to idiographic, which refers to the number of subjects observed), since we observed different matches; punctual (as opposed to continuous, referring to the number of observations conducted on the same subject); multidimensional (as opposed to unidimensional, referring to the number of dimensions/criteria, which are in correspondence with observation instrument).

Using an N/P/M (nomothetic, punctual, multidimensional) design is the reason behind decisions made regarding the structure of the observation instrument, the type of data, data quality control, and data analysis.

**Participants**

We analyzed all games played by a top club during the first leg (19 matches) of the Italian National League Championship (Serie A), over the 2012–2013 season. Table 1 reports half-time and full-time results for comparison (this data was also included as mixed criteria in the coding instrument—see Section Instruments).

This study has been approved by the Bioethic Committee of the University of Barcelona (Institutional Review Board IRB00003099).

**Instruments**

**Coding Instrument.**

LINCE, v. 1.2.1 is a freely available software program (Gabin et al., 2012) that can be loaded [www.observessport.com and/or www.menpas.com] with purpose-designed observation instruments for the systematic recording and coding of events. The time of occurrence and duration of events (in seconds or frames) are automatically registered. The program also incorporates a data quality control tool and allows datasets and results to be exported in different formats. LINCE software operates on fixed, mixed and changing criteria of the observation, therefore making it a consistent tool for the observational design. LINCE was used to record and code each of the 19 games, and also to check the quality of the data.

**TABLE 1** | Half-time and full-time results for the observed matches.

<table>
<thead>
<tr>
<th>Observed team home/away</th>
<th>Half-time result (observed team first)</th>
<th>Full-time result (observed team first)</th>
<th>Position in table (higher/lower than rival team)</th>
<th>Fixture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Away</td>
<td>1-1</td>
<td>1-2 (loss)</td>
<td>*</td>
<td>1</td>
</tr>
<tr>
<td>Home</td>
<td>2-1</td>
<td>3-1 (win)</td>
<td>Lower</td>
<td>2</td>
</tr>
<tr>
<td>Away</td>
<td>0-0</td>
<td>2-2 (tie)</td>
<td>Lower</td>
<td>3</td>
</tr>
<tr>
<td>Home</td>
<td>0-1</td>
<td>1-2 (loss)</td>
<td>Lower</td>
<td>4</td>
</tr>
<tr>
<td>Away</td>
<td>1-1</td>
<td>3-3 (tie)</td>
<td>Higher</td>
<td>5</td>
</tr>
<tr>
<td>Home</td>
<td>0-0</td>
<td>1-0 (win)</td>
<td>Higher</td>
<td>6</td>
</tr>
<tr>
<td>Away</td>
<td>1-1</td>
<td>2-3 (loss)</td>
<td>Lower</td>
<td>7</td>
</tr>
<tr>
<td>Home</td>
<td>1-0</td>
<td>1-0 (win)</td>
<td>Higher</td>
<td>8</td>
</tr>
<tr>
<td>Away</td>
<td>0-2</td>
<td>2-3 (loss)</td>
<td>Higher</td>
<td>9</td>
</tr>
<tr>
<td>Home</td>
<td>0-0</td>
<td>1-1 (tie)</td>
<td>Lower</td>
<td>10</td>
</tr>
<tr>
<td>Home</td>
<td>0-1</td>
<td>0-2 (loss)</td>
<td>Lower</td>
<td>11</td>
</tr>
<tr>
<td>Away</td>
<td>0-0</td>
<td>0-0 (tie)</td>
<td>Higher</td>
<td>12</td>
</tr>
<tr>
<td>Home</td>
<td>1-1</td>
<td>1-1 (tie)</td>
<td>Lower</td>
<td>13</td>
</tr>
<tr>
<td>Away</td>
<td>1-1</td>
<td>3-1 (win)</td>
<td>Higher</td>
<td>14</td>
</tr>
<tr>
<td>Home</td>
<td>1-1</td>
<td>2-2 (tie)</td>
<td>Higher</td>
<td>15</td>
</tr>
<tr>
<td>Away</td>
<td>1-1</td>
<td>2-2 (tie)</td>
<td>Lower</td>
<td>16</td>
</tr>
<tr>
<td>Home</td>
<td>0-0</td>
<td>0-1 (loss)</td>
<td>Lower</td>
<td>17</td>
</tr>
<tr>
<td>Away</td>
<td>1-0</td>
<td>3-0 (win)</td>
<td>Higher</td>
<td>18</td>
</tr>
<tr>
<td>Home</td>
<td>2-3</td>
<td>3-4 (loss)</td>
<td>Higher</td>
<td>19</td>
</tr>
</tbody>
</table>

* N/A.
**Observation Instrument**

The observation instrument combines field format and category systems (Figure 1). The field format system comprised different dimensions/criteria, each of which formed the basis for an exhaustive and mutually exclusive category system. The fixed criteria are entered at the beginning of the match and are independent from the dynamic of play, while the mixed criteria apply every time there is a change in the score, number of players and between the first and the second half of the match. The changing criteria are coded throughout the whole match (i.e., passing, lateral position, shot, recovery). Each of these criteria gives rise to respective category systems that fulfill the conditions of exhaustiveness and mutual exclusivity (E/ME).

The dimensions/criteria considered in the present observation instrument correspond to the following criteria: lateral position, zone (Figure 2), lateral passing, zone passing, recovery and loss, ball out of play.

**Procedure**

In this study, we decided to focus on attack actions mainly because of shooting restrictions, since our video data were obtained from the TV recordings of the matches.

We defined an attack action as an action that brings the ball in the ultra-offensive zone and can end with: Goal (G), Non-Goal (NG), and Permanent Loss (PL) (see Figure 1 for a complete description of events coded); this includes penalties, corner kicks, free kicks in ultra-offensive zone, and throw-ins in the ultra-offensive zone. Each attack action was coded according to two possibilities: (1) starting from the first pass that crosses the offensive line; (2) the same was coded when the ball got to the ultra-offensive zone thanks to a free kick or a throw-in conceded to the observed team without their active effort in bringing the ball to the zone. Therefore, actions starting with a pass were not interrupted in coding by temporary pauses (such as throw-ins, free kicks, or Temporary Losses, defined as a non-possession of the ball by the observed team for no longer than 2 passes completed by the rival team) as long as the interruptions let the action proceed [e.g., during the attack action the ball is taken by a defense player, who passes it on to a different player from his team who then loses the ball to the observed team (temporary loss case)], Permanent Loss, Goals, and Non-Goals (shots on or off-target, or deviated/saved by rival team) work as interruption lines in the attack actions coding. These interruption lines, however, do not interfere with the subsequent pattern analysis (see Section Data Analysis), which considers the coded match as a whole and will take into account time passed between events, its main value being that of allowing for similar patterns to be found when time “stretches” are insignificantly different (on the basis of pattern search parameters).

Two observers used LINCE software (Gabin et al., 2012) to code the games selected. The same software calculated Cohen’s kappa coefficient (Cohen, 1960) for all the criteria, by comparing two registered data files (~5% of all the collected data) related to the same match. The values ranged between 0.75 and 0.85, which provides a satisfactory guarantee of data quality. However, when particular disagreements were identified, the specific cases were discussed and agreed on by the two coders before moving on to the complete analysis.

**Data Analysis**

Datasets were analyzed with THEME 6.0 (http://patternvision.com/). This software detects the temporal structure of data sets, revealing repeated patterns (T-patterns) that regularly or irregularly occur within a period of observation. A T-pattern is essentially a combination of events where the events occur in the same order, with the consecutive time distances between consecutive pattern components remaining relatively invariant, regardless of the occurrence of any unrelated event in between them (Magnusson, 2005). THEME software allows the detection of repeated temporal patterns even when multiple unrelated events occur in between components of the patterns.

A quantitative analysis, with nonparametric and descriptive statistics, was carried out to test the hypotheses. A qualitative analysis on more complex patterns was performed to get in-depth information on the game structure expressed by the team. We chose to consider the more complex patterns because they represent the highest level of organization expressed by the team in the two conditions.

**RESULTS**

Of the 19 matches played, the observed team collected 30 points (3 points per victory, 1 per tie, and 0 for losses), with 9 wins, 7 losses, and 3 ties. Six wins out of 9 were obtained in home matches, highlighting a home advantage for the observed team at tertiary level of performance (Courneya and Carron, 1992).

**Comparison between Home and Away Matches**

We performed descriptive statistics as a preliminary analysis. Extreme values identified 5 matches as potential outliers. We decided to exclude them from next analysis. According to sample size and distribution, we used the non-parametrical Mann–Whitney test to assess differences between home and away matches. Here follow the results (Table 2) for each parameter considered in our hypotheses: a higher number of different patterns was detected in home matches (Mdn = 127) than in the away ones (Mdn = 42), U = 1, Z = 3.003, p = 0.001, r = 0.80. Home matches included more unique behaviors in their patterns (Mdn = 31) than away matches (Mdn = 20), U = 2.5, Z = 2.83, p = 0.002, r = 0.76. Home matches’ patterns were more complex, with a higher number of levels (Mdn = 1.9817) than the away ones (Mdn = 1.381), U = 2, Z = 2.875, p = 0.002, r = 0.77, and a higher length (Mdn = 3.2557) than the away ones (Mdn = 2.4048), U = 2, Z = 2.875, p = 0.002, r = 0.77. No significant differences were found in the number of events coded per game between the home (Mdn = 87) and the away condition (Mdn = 75), p = 0.259.

A second analysis was performed to qualitatively compare home and away attack strategies, by combining the single datasets, from each of the two conditions, for the T-pattern...
THEME detected 721 different T-patterns occurring in at least 80% of the home matches \((p = 0.005)\). Two hundred and fifty-six out of 721 different T-patterns (36%) have four or more events (minimum threshold when speaking about complexity, since it means considering patterns that connect at least two different sub-patterns).

**FIGURE 1 | Observation instrument.**
Comparing Positive Attack Actions between Home and Away Matches

In order to explore the efficacy of the attack actions both in home and in away matches, we considered for a deeper analysis only those t-patterns that involved Goals or NoGoals (shots).

In home matches, THEME detected 82 common T-patterns including at least a Goal or a NoGoal event \((p = 0.005)\). The most complex T-pattern (see Figure 5) was detected 12 times in at least 80% of home matches, with a length of 5 events and 3 levels. It shows a ball keeping in the left ultra-offensive area \((uo,le,kb)\), followed by a recovery in the same area \((o,ce,r)\), a pass from the central ultra-offensive area to the central ultra-offensive area \((uo,le,uop,cep)\), a momentary loss in this area \((uo,ce,ml)\), a recovery in the central offensive area \((o,ce,r)\), and finally a NoGoal (shot) from the same area \((o,ce,ng)\).

THEME detected 20 common T-patterns in away matches with at least a Goal or a NoGoal \((p = 0.005)\). The most complex T-pattern (see Figure 6) was detected 9 times in at least 80% of away matches, with a length of 4 events and 2 levels. It describes a momentary loss in the central offensive area \((o,ce,ml)\), followed by a recovery in the same area \((o,ce,r)\), a pass from the central offensive area to the same area \((o,ce,op,cep)\), and a NoGoal from the same area \((o,ce,ng)\).

DISCUSSION

Since the average number of events coded per game does not significantly differ between home and away matches, we can affirm that differences in patterns between the two conditions are not due to the number of events coded.

Mann–Whitney test results allow us to refuse the null hypothesis, hence confirming home and away matches to be significantly different in terms of patterns’ number, diversity, and complexity. Descriptive statistics show that in home matches THEME detected a greater number of different patterns \((H1 confirmed)\), characterized by a higher diversity \((H2 confirmed)\) and complexity \((H3 confirmed)\). Moreover, according to Cohen’s classification (Cohen, 1988), results showed a large effect size, ranging from 0.7 to 0.8.

In terms of primary level of performance, home matches are characterized by a more structured (higher number of levels in patterns) and varied (longer patterns, each composed by different events) game; this could be due to the team having more confidence when applying rehearsed tactics, as well as new ones. In fact, away matches present a more stereotyped game, with simpler patterns; there seem to be more difficulties in structuring and changing the game tactics. The greater number of different behaviors, identified in home matches’ patterns, confirms these data and provides the team with a wider range of opportunities not to be predictable, making it harder for the opponents to respond appropriately.

Qualitatively analyzing the more complex patterns of the two conditions, we noticed that they end similarly, with a corner kick and ball in the ultra-offensive area (positive events speaking about attack actions in soccer, because they can lead to a chance on goal). However, there is a difference if we focus on the events preceding this outcome. It seems that, in home matches, ball

---

1 How to read the pattern tree graph: the left box of Figures 3–6 shows the events occurring within the pattern, listed in the order in which they occur within the pattern. The first event in the pattern appears at the top and the last at the bottom. The lower right box shows the frequency of events within the pattern, each dot means that an event has been coded. The pattern diagram (the lines connecting the dots) shows the connection between events. The number of pattern diagrams illustrates how often the pattern occurs. Sub-patterns also occur when some of the events within the pattern occur without the whole of the pattern occurring. The upper box illustrates the real-time of the pattern. The lines show the connections between events, when they take place and how much time passes between each event.
TABLE 2 | Results recap.

<table>
<thead>
<tr>
<th></th>
<th>Home median</th>
<th>Away median</th>
<th>U</th>
<th>Z</th>
<th>p</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique patterns</td>
<td>127</td>
<td>42</td>
<td>1</td>
<td>3.003</td>
<td>0.001</td>
<td>0.80</td>
</tr>
<tr>
<td>Unique behaviors</td>
<td>31</td>
<td>20</td>
<td>2.5</td>
<td>2.83</td>
<td>0.002</td>
<td>0.76</td>
</tr>
<tr>
<td>Patterns’ levels</td>
<td>1.9817</td>
<td>1.381</td>
<td>2</td>
<td>2.875</td>
<td>0.002</td>
<td>0.77</td>
</tr>
<tr>
<td>Patterns’ length</td>
<td>3.2557</td>
<td>2.4048</td>
<td>2</td>
<td>2.875</td>
<td>0.002</td>
<td>0.77</td>
</tr>
<tr>
<td>Number of events</td>
<td>87</td>
<td>75</td>
<td>NS</td>
<td>NS</td>
<td>0.259</td>
<td>NS</td>
</tr>
</tbody>
</table>

P- and r-values in italics are considered significant and related to a medium-large effect size.

possession and the widening of the play on the lateral sides are an important part of the team’s strategy. There are numerous and continuous changes of play with crosses from the sides directed to the central ultra-offensive area but there seem to be difficulties in exploiting those crosses, mistakes, and adversaries’ defenses tend to prevail. Regarding away matches, the limited number of events composing the pattern makes it difficult to draw general conclusions about the team strategy, apart from highlighting a difficulty in the central penetration (from the offensive central to the ultra-offensive central zone), probably linked to a difficulty in widening the play. This simplicity, however, is an index of a difficulty for the team in creating and establishing a functional game strategy to getting important attack chances, such as the one described in the pattern. You could also say that this kind of occasions happened more randomly in away matches compared to what happened in the home condition.

By restricting the analysis to positive attack actions, we found that the number of patterns including goals and shots to goal is much higher in home rather than in away matches (on a 4 to 1 ratio). This partially confirms previous findings. Sasaki et al. (1999), for example, found that the team they studied performed a greater number of goal attempts and shots on target during home matches. Different studies have shown significantly higher performance measures for attack indicators, such as shots to goal (Carmichael and Thomas, 2005; Tucker et al., 2005) and goals scored (Lago-Peñas and Lago-Ballesteros, 2011) when the teams they observed were performing at home. It seems that, in home matches, the shot to goal is more probably the result of a strategically repeated structured maneuver, compared to what happened in the away condition.

Qualitative analysis of the more complex patterns reveals that, like the previous case, they end similarly in the two conditions (a ball recovery in the offensive central zone and a shot from outside). However, while in home matches these events are preceded by a ball possession on the lateral sides and a penetration in the ultra-offensive zone, in the away matches the game develops in the central offensive zone, an area where it is more difficult for the team to create scoring chances.
FIGURE 4 | The most complex T-pattern from away matches. It occurred in over 80% of the games analyzed. Events are (1) o,ce,op,cep; (2) uo,ce,ml; (3) uo,ri,ck; (4) uo,ri,uop,cep; and (5) uo,ce,ml.

CONCLUSION AND PRACTICAL APPLICATIONS

An important limitation of this study, similar to other studies previously discussed (e.g., Sasaki et al., 1999; Tucker et al., 2005; Taylor et al., 2008) is that we considered a single’s team performance over a sustained period. Even if tactics and strategies are unique to individual teams and what is successful for one team may therefore not be for another (Tucker et al., 2005), aggregating performance of different teams during analysis may favor generalization of findings. Moreover, we did not examine the effects of match location on technical and tactical performances as a function of team quality. Several studies have revealed that team quality affects the degree of home advantage obtained in sport (i.e., Schwartz and Barsky, 1977; Madrigal and James, 1999; Lago-Peñas, 2009; Lago-Peñas and Lago-Ballesteros, 2011).

However, in line with the findings of other studies that have applied T-pattern methodology to soccer (Jonsson et al., 2003, 2010; Camerino et al., 2012; Zurloni et al., 2014a), the results obtained and discussed above strengthen the belief that T-pattern analysis is an effective tool, producing different potential ways of supporting research in sport performance analysis and more specifically in game location effects.

FIGURE 5 | One of the most complex T-patterns from home matches with a NoGoal. It occurred in 80% of the games analyzed. Events are (1) uo,le,kb; (2) uo,le,uop,cep; (3) uo,ce,ml; (4) o,ce,r; and (5) o,ce,ng.
In general, this study shows that game tactics are different between home and away matches. The home advantage detected at a tertiary level of performance is linked to a difference in the primary level, that t-pattern analysis translated in a more structured and varied game (more different patterns, longer and more complex), in which the ball possession in midfield and the numerous attempts to widen the play on the sides seem to represent an important part of the team’s strategy. The situation is different for away matches; the “poor and stereotyped” structure of the detected patterns does not allow us to draw general indications on game attack strategies, apart from a difficulty in creating and establishing stable structures of play. It would be probably useful for the team to replicate the same “home strategy” of widening of the play, given the inefficacy of central penetration, which often leads to shots from outside.

These data need to be further developed and analyzed, for example by increasing the sample size, comparing tactics between different teams and extending the analysis to defensive play as well (ad hoc footage would be needed, since television footage usually follows the ball’s movements).

These results also point toward the need to investigate the potential link between temporal structure detection and soccer managers’ observations. In fact, the chance to create an observation instrument tailored on the needs of a specific team, exploiting the collaboration of the manager and his technical staff, would achieve even more significant results.

THEME and the corresponding T-pattern algorithm offer alternative means of analyzing team performance at a primary level, contributing to the research on the effects of game location, enriching the models already existing in literature and creating a different perspective that can be used to increase the team’s performance at all levels. An important step will be to support this kind of analysis with the measurement of psycho-physiological factors, to understand which and how specific state and trait variables influence performance, aiming at a better monitoring and training of the team as a whole.
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Possession Zone as a Performance Indicator in Football. The Game of the Best Teams
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Possession time in football has been widely discussed in research but few studies have analyzed the importance of the field area in which possession occurs. The objective of this study was to identify the existence of significant differences in the field zone of ball possession between successful and unsuccessful teams and to acknowledge if the match status modulates the possession model. To this end, 2,284 attacks were analyzed corresponding to the matches in the final phase of the UEFA Euro 2016 France, recording possession time and field zone in which possession occurred. Video recordings of matches were analyzed and coded post-event using notational analysis. We have found that successful offensive game patterns are different from unsuccessful ones. Specifically, field zone in which major possession occurs changes significantly between successful and unsuccessful teams ($\chi^2 = 15.72, p < 0.05$) and through Welch's T significant differences were detected in possession time between successful and unsuccessful teams ($H = 24.289, p < 0.001$). The former are characterized by longer possession times, preferably in the middle offensive zone, on the other hand, unsuccessful teams have shorter possession times and preferably on the middle defensive zone. Logistic regression also allowed us to identify that greater possession in the middle offensive zone is a good indicator of success in the offensive game, allowing us to predict a greater chance of victory in the match. Specifically, every time the teams achieve possession in the middle offensive zone, the chance of winning the match will increase 1.72 times and, the probability of winning the match making longer possessions in the middle offensive zone is 44.25%. Applying the Kruskal–Wallis test we have also been able to verify how match status modulates the teams possession time, specifically, when teams are winning they have longer possessions ($x^2 = 92.628, p = 0.011$). Results obtained are expected to help gain more knowledge about successful offensive game models, as well as performance factors of the offensive phase, which will allow teams to optimize their training process and performance during the match.

Keywords: observational methodology, football, offensive phase, possession ball, performance indicators
INTRODUCTION

In sports games and specifically in football, encounter analysis through systematic observation is an effective and objective instrument to collect information and identify the most relevant events that occur in them, as revealed by Carling et al. (2009) when affirming that match analysis has taken a transcendental role in sports.

In many cases observation is the only way to study a phenomenon without distorting it, watching it as it occurs in game context since, according to Anguera (1993), it is a particular strategy of the scientific method that proposes the quantification of spontaneous behavior that occurs in unprepared situations, implying that to achieve results an orderly series of stages is required (problem definition, design, data collection, data analysis, and results interpretation). This is the only scientific methodology that allows data to be collected directly from playing participants in competitions, without eliciting the response from the direct apprehension of perceptible information, preferably helping us through recording, which is the usual method to access information (Anguera and Mendo, 2013).

Observational methodology is a scientific procedure that allows the detection of behaviors perceiving them in their usual context, proceed with systematic recording and analysis, both qualitative and quantitative and mixed methods (Anguera et al., 2014), using a suitable instrument, enabling the detection of different types of relations and evaluating them. This will require the selection and use of the most appropriate analysis tool depending on the data collected nature (qualitative, quantitative or mixed) and the intended results (descriptive, comparative, or predictive). Observational methodology, proposes certain procedural structures—observational designs—through a set of criteria which are the natural bases of observational studies. In each study, once the objectives have been defined, the observational designs established then guide the entire process, influencing the preparation of the observation instruments, the recording and its metrics, the observational sample, data quality control and to a large extent the choice of the most appropriate analysis techniques. They also have a significant repercussion on the interpretation of the results.

In football, unlike other team sports of cooperation-opposition and simultaneous participation, due to its complex nature (Davids et al., 2005; Araújo et al., 2006; Perl, 2006), high uncertainty and multifactoriality (Gréhaigne, 2001; McGarry et al., 2002; Lames and McGarry, 2007), the search is not easy, which means that identifying factors that affect success is of particular interest (O’Donoghue, 2010). Performance in this sport has a multidimensional setting and can be grouped into two broad areas of study. On the one hand, we would find analytical factors related to conditional aspects and, on the other hand, competition factors that would require an analysis in its natural context. Within the latter, tactical-strategic aspects allow to better reflect the nature of the game and to better understand its development.

In recent years this type of work has proliferated (Hughes and Franks, 2005; Lago, 2009) aiming to detect successful play patterns through the analysis of different game situations and different variables. Some of these studies focus their interest in studying the offensive phase (Ensum et al., 2000; James et al., 2004; Jones et al., 2004; Hughes and Franks, 2005; Lago and Martin, 2007; Acar et al., 2009; Lago-Ballesteros et al., 2012; Collet, 2013; Casal et al., 2015; Ric et al., 2016), others the defensive phase (Barreira et al., 2013; Vogelbein et al., 2014; Andújar, 2015; Mohammad et al., 2016; Ric et al., 2016) and others in the analysis of situational variables (Borrás and Sainz de Baranda, 2005; Tucker et al., 2005; Taylor et al., 2008; Lago, 2009, 2012; Lago-Peñas and Dellar, 2010; Lago-Peñas and Lago-Ballesteros, 2011; De Oliveira, 2012; Sainz de Baranda and López-Riquelme, 2012; Sánchez Flores et al., 2012; Ardá et al., 2014; Casal et al., 2014, 2015).

Another element of great interest in football’s performance analysis is the identifying and understanding differences between game patterns developed by successful and unsuccessful teams (Hughes and Bartlett, 2002). To acquire objective information that permits assessing team performance (Carling et al., 2005) and differentiate playstyle from successful teams and unsuccessful ones (Mckenzie and Cushion, 2012).

One of the most studied indicators in football research has been possession (Bate, 1988; Dawson et al., 2000; Garganta, 2000; Hadley et al., 2000; Carmichael et al., 2001; Hughes and Bartlett, 2002; Hughes, 2003; McGarry and Franks, 2003). This is because it can lead a team to take the initiative of the offensive game, though it doesn’t necessarily mean to win the match. In recent years this variable has acquired greater significance due to the success of teams like F.C. Barcelona and the Spanish national team who have maintained hegemony in European and world football using a playstyle based on possession and taking the lead through keeping the ball.

This fact is reinforced by some studies that claim that greater possession implies greater team success. Hook and Hughes (2001) reported that successful teams in the UEFA Champions League, FIFA World Cup, and UEFA Euro achieved longer possession time than the unsuccessful teams. Bloomfield et al. (2005a) showed that the top three teams in the 2003–2004 English Premier League (Arsenal, Chelsea, and Manchester United) achieved longer possession time than their opponents. James et al. (2004) detected significant differences in possession between successful and unsuccessful teams from the English Premier League. Carling et al. (2005) obtained the same results in a study from the same league but in the 1996–1997 season. Grant et al. (1999) analyzed the 1998 FIFA World Cup and Hook and Hughes (2001) 2000 UEFA Champions League, both studies reaching the same conclusion, that possession is linked to team success. Casal et al. (2015) analyzed the 2008 UEFA Euro, concluding that a longer offensive phase predicts greater success, and studies Grant et al. (1999), Hook and Hughes (2001), James et al. (2004), Bloomfield et al. (2005b), Carling et al. (2005), Hughes and Franks (2005), Collet (2013), Casal et al. (2015) also corroborate the relationship between greater possession and team success.

But it seems presumptuous to claim that longer possession time ensures greater success, as the results of different studies are inconclusive and reality shows how teams with low possession
time are also successful, as demonstrated by studies like those of Bate (1988) which indicates that teams are more likely to achieve
goals having the ball near the goal zone and not the longer you
keep the ball on your own possession, even though these two
variable are often related. Stanhope (2001) also indicates that
possession did not represent the successful teams of the 1994
FIFA World Cup, although it seems that the game strategies used
by the successful teams have evolved over the years into a more
possession based playstyle. Studies Lago and Martín (2007), Lago
(2009), and Lago-Peñas and Dellal (2010) indicate that in the
Spanish League greater possession is a feature observed in teams
that are either losing or tying the game. Collet (2013) concludes
that the effect of possession time in matches of the domestic
league was negative, in the UEFA Champions League had no
effect and in National team tournaments was not significant,
leading to think that the influence of possession on success will
depend on team capacity. Moreover, we must emphasize that in
season (2015/16), according to data collected on FIFA’s official
website, the top teams in the major European leagues (Bundesliga
in Germany, France Ligue 1 in France, Spanish Liga, A Series in
Italy and the Premier League in England) have possession times
over 50% with the exception of Leicester, leader of the Premier
League, which has 42% of possession during matches. Possession
time or offensive phase duration could also be explained by the
playstyle selected or some situational variables. Some studies have
shown that possession is influenced by the match status (Sasaki
et al., 1999; James et al., 2004; Jones et al., 2004; Bloomfield et al.,
2005a; Lago and Martín, 2007; Taylor et al., 2008). Studies Lago
and Martín (2007) and Lago (2009) found that losing teams had
longer possession times in the offensive zone rather than the
defensive zone.

Another variable that modulates possession time is the match
location, and some studies show that home teams have longer
possession times than away teams (James et al., 2002, 2004;
Jones et al., 2004; Lago-Peñas and Dellal, 2010). The quality
of rival team also varies possession time, being greater when
facing rivals with low capacity level (Jones et al., 2004; Bloomfield
et al., 2005a; Tucker et al., 2005; Lago and Martín, 2007; Lago,
2009). A transcendental aspect when possession is analyzed as
a performance indicator is to discern the quality of it, as Collet
(2013) advises. It will therefore be important to not only quantify
the time a team retains possession during the offensive phase, but
also to identify the zone in which it is carried out as keeping the
ball in fruitful offensive zones (away from the goal) might not
guarantee the success of the offensive phase, although it may be
a recommended strategy to defend possession in circumstances
that recommend it. In this study, an analysis of ball possession
of the 2016 UEFA Euro France was realized, the main objective
being to identify the possible relationship between possession
time and the zone in which it develops with team success,
reflected in the results of the match. That is, we want to know
whether the successful and unsuccessful teams are characterized
by more or less possession in certain zones of the field, showing
a different offensive game. The main contribution that this study
provides to the scientific field is conducting a quantitative and
qualitative analysis of ball possession, as it not only means to
quantify the time of team possession but also to identify the area
where this occurs in order to determine the quality of the same.
On the other hand, performing a multivariate analysis to identify
the influence of possession time and area on the outcome of the
match, and identifying a model that enables us to predict team
success based on these variables.

The hypothesis of this study is that team level modulates the
type of ball possession, both quantitatively (possession time) and
qualitatively (area of possession).

**MATERIALS AND METHODS**

**Participants**

To control some of the situational variables that can potentially
affect tactical and strategic team behavior, such as quality or
level of opposing teams and the match location (Kormelink and
Seeerens, 1999; Carling et al., 2005), 12 matches corresponding
to the round of eighth-finals, quarterfinals, semifinals and final
of the 2016 UEFA Euro France have been selected in which
2,284 ball possessions occurred. Switzerland, Poland, Croatia,
Portugal, Wales, Northern Ireland, Hungary, Belgium, Germany,
Slovakia, Italy, Spain, France, Eire, England, and Iceland were
the teams analyzed. Three games (Switzerland vs. Poland; Poland vs.
Portugal and Germany vs. Italy) have been excluded from the
analysis since the match outcome was a draw having in account
regular time and extensions, which makes impossible to label the
teams as successful or unsuccessful. This sample ensures that all
matches are played on neutral ground, the teams have a similar
level and, by eliminating the games of the group phase, we also
make sure that the teams look for the victory in their matches,
since defeat will mean elimination. In the group phase matches,
the may happen that some team is more interested in drawing or
losing any of their matches, to avoid a particular opponent in
the following phases, this would lead to incorrect results in the
study.

**Instruments**

Four national coaches and experts in football research designed
an ad hoc observation instrument combining a field format
and category system (Anguera and Mendo, 2013) was created
(Table 1). Variables designed for the study are time (time that
teams have ball possession in each field zone, in minutes);
possession zone (spatial division of the field in defensive half and
offensive half); match outcome (determined based on the number
of goals scored and conceded at the end of the match); match
status (match result at the time of registering each possession);
match half; move outcome.

**Procedure**

In order to carry out the study, a direct, non-participatory,
systematic, and natural observational methodology was used
(Anguera et al., 2011).

Matches were recorded from TV emitted images and
were registered and analyzed post-event. Because the video
recordings were public, confidentiality was not an issue and
authorization was not required from the players observed or
their representatives. Furthermore, the information cannot be
considered either personal or intimate, as the research consisted solely of naturalistic observations in public places, and it was not anticipated that the recordings would be used in a manner that could cause personal harm (The American Psychological Association’s [APAs], 2010). No experimental analysis involving human studies is performed in the study.

Basic Concepts
Basic concepts used in this study are, firstly, the definition of ball possession. We have adopted the definitions of two previous studies (Castellano, 2000; Casal, 2011), determined that a team starts a possession, while it is in play or when a player gets the ball while it is in possession of the other team must meet at least one of the following criteria:

1. The player who receives the ball must touch it at least two times.
2. The player intercepts the ball and a partner continues possession.

If the ball is stationary, a team starts a possession, when the ball has been put into play after a reglementary interruption had been decreed and consequently the match stopped. The analysis unit was composed for the entire offensive phase of the team, since ball possession started until it was lost or the match was interrupted. Space arrangement used harnesses the subdivision performed by field regulation, dividing the field into two parts by a vertical line (central line). The zone of the field comprised between the central line and the bottom line of the goal of a team has been called middle defensive zone and the other half, bounded by the central line to the bottom line of the opposing goal has been called middle offensive zone.

Criteria used for the division of the teams into two groups, successful and unsuccessful, has been the outcome of the match (Lago-Peñas et al., 2010), excluding penalties. This way, all the teams that won their matches during reglementary time or extensions were classified as successful and teams who lost their matches as unsuccessful.

Data Quality Control
To try to ensure data reliability, all matches were registered and analyzed by four observers, all of them national soccer coaches with more than 10 years of experience in the field of training, teaching, and research in football through observational methodology. In addition, the following training process was carried out: First, eight observing sessions were conducted on teaching the observers following the Losada and Manolov (2014) criteria and applying the criterion of consensual agreement (Anguera, 1990) among observers, so that recording was only done when agreement was produced. To ensure inter-reliability consistency of the data (Berk, 1979; Mitchell, 1979) the Kappa coefficient was calculated for each criterion (Table 2), it revealed a strong agreement between observers, which means high reliability, taking Fleiss (1981) as a reference, who establishes a classification for the Kappa values where it characterizes as regular values found between 0.40 and 0.60, good between 0.60 to 0.75, and excellent above 0.75. Moreover, the procedure was repeated after 2 weeks (to exclude any learning effects) to check intraobserver reliability (Mitchell, 1979).

Statistical Analysis
Variables analyzed were Match Status, Half Match, Possession Zone, Move Outcome in relation to Possession Time. In the case of possession time and match status result was significant, and was complemented by a Kruskal-Wallis post hoc test to know among which categories the differences existed. Half match proved to be non-significant while possession zone has a significant result.

In the case of possession time and move outcome, several play options are analyzed, applying the Kruskal-Wallis test to see if differences were found between them (Tenga and Sigmundstad, 2011).

A comparative analysis of possession zone between successful and unsuccessful teams (match outcome) was also carried out, with significant differences between both groups of teams. The size effect was calculated in terms of Cramer’s and Chupov with significant differences between both groups of teams. The size effect was calculated in terms of Cramer’s and Chupov coefficient was calculated for each criterion (Table 2), it revealed a strong agreement between observers, which means high reliability, taking Fleiss (1981) as a reference, who establishes a classification for the Kappa values where it characterizes as regular values found between 0.40 and 0.60, good between 0.60 to 0.75, and excellent above 0.75. Moreover, the procedure was repeated after 2 weeks (to exclude any learning effects) to check intraobserver reliability (Mitchell, 1979).

Finally, a logistic regression model was performed, to know the influence that possession time and possession zone (predictor variables) have on match outcome (variable explained). The model’s degree of adjustment was verified (Ato and Lopez, 1996; Hair et al., 1999), and once verified the success probability estimation was calculated, depending on the values of predictor variables.

### Table 1 | Category system used in the observation tool.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>Possession time in each zone</td>
</tr>
<tr>
<td>Possession zone</td>
<td>Middle defensive zone</td>
</tr>
<tr>
<td></td>
<td>Middle offensive zone</td>
</tr>
<tr>
<td>Match outcome</td>
<td>Win</td>
</tr>
<tr>
<td></td>
<td>Draw</td>
</tr>
<tr>
<td></td>
<td>Loss</td>
</tr>
<tr>
<td>Match status</td>
<td>Winning</td>
</tr>
<tr>
<td></td>
<td>Drawing</td>
</tr>
<tr>
<td></td>
<td>Losing</td>
</tr>
<tr>
<td>Match half</td>
<td>First half</td>
</tr>
<tr>
<td></td>
<td>Second half</td>
</tr>
<tr>
<td>Move outcome</td>
<td>Goal</td>
</tr>
<tr>
<td></td>
<td>Shot</td>
</tr>
<tr>
<td></td>
<td>Own corner kick</td>
</tr>
<tr>
<td></td>
<td>Opponent’s corner kick</td>
</tr>
<tr>
<td></td>
<td>Own throw-in</td>
</tr>
<tr>
<td></td>
<td>Opponent’s throw-in</td>
</tr>
<tr>
<td></td>
<td>Own’s foul</td>
</tr>
<tr>
<td></td>
<td>Opponent’s foul</td>
</tr>
<tr>
<td></td>
<td>Lost possession</td>
</tr>
</tbody>
</table>

---

"TABLE 1 | Category system used in the observation tool."
TABLE 2 | Observers inter-reliability by criterion.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Ob₁-Ob₂</th>
<th>Ob₁-Ob₃</th>
<th>Ob₁-Ob₄</th>
<th>Ob₂-Ob₃</th>
<th>Ob₂-Ob₄</th>
<th>Ob₃-Ob₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>0.9</td>
<td>1</td>
<td>0.89</td>
<td>0.95</td>
<td>1</td>
<td>0.92</td>
</tr>
<tr>
<td>Possession zone</td>
<td>1</td>
<td>0.93</td>
<td>1</td>
<td>0.98</td>
<td>0.97</td>
<td>1</td>
</tr>
<tr>
<td>Match outcome</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Match status</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Match half</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Move outcome</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>K_total</td>
<td>0.98</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
<td>0.98</td>
</tr>
</tbody>
</table>

To perform statistical analysis the R program (v.3.2.0) was used, libraries used were epiDisplay, pscl, BaylorEdPsych, and Modeva. Significance level for each performance indicator was set at 5%, as usual in comparable scientific studies (Taylor et al., 2005).

RESULTS

Agreeing with Allen (2003) definition, the most common way of describing a set of interrelated data is to calculate the mean value and a dispersion measure around this mean value. We started presenting the related values between “match status” and “possession time,” which shows that the average possession time in a winning team is 20.3 m with a deviation of ±16.0 m (N = 667) during the match. In case of a draw, shows a mean value of 18.2 m with a standard deviation of ±16.8 m (N = 912). Finally, in the case of losing the mean length of possession is 13.7 m, with a deviation of ±12.3 m (N = 705). The relationship between the three categories of the variable “match status” indicate that there are significant differences between them (p-overall < 0.01) (Table 3). The standard error is important, because records have a large dispersion, most are outliers.

Average “possession time” (Figure 1) is smaller with the result “losing.” For a “draw” result the average increases slightly, and finally presents the greatest value for the result “winning.”

In order to know among which categories the differences occur, comparisons are proposed two to two, with a Kruskal–Wallis post hoc test. The Kruskal–Wallis test shows a chi-square statistic value of 92,628, with p-value = 0.011, indicating differences between categories. In the post hoc contrast, significant differences are found in the WINNING–LOSING and DRAWING–LOSING pairs (Table 4).

Analyzing the relationship between the variables “match half” and “possession time,” we obtained a mean value of 17.6 m with a standard deviation of ±15.3 m (N = 1,190 plays) in the first half, while in the second half the average length of possession is 17.2 m with a deviation of ±15.8 m (N = 1,094). These differences were not statistically significant (p = 0.73) (Table 5).

In Figure 2 a slight reduction in possession time is observed in the second half of the match.

Variables “possession zone” and “possession time” have a mean value of 16.0 m, with a standard deviation of 13.5 m (N = 1,053) in the middle defensive zone. The middle offensive zone has a mean value of 18.6 m with a standard deviation of ±17.0 m.

TABLE 3 | Relationship of possession time and match status.

<table>
<thead>
<tr>
<th>Possession time</th>
<th>Winning</th>
<th>Drawing</th>
<th>Losing</th>
<th>p_overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>667</td>
<td>912</td>
<td>705</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>20.3 ± 16.0</td>
<td>18.2 ± 16.8</td>
<td>13.7 ± 12.3</td>
<td>&lt;0.01</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 4 | Categories differences based on pairwise comparisons.

<table>
<thead>
<tr>
<th>Obs.dif</th>
<th>Critical.dif</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winning–Drawing</td>
<td>26.02823</td>
<td>40.77737</td>
</tr>
<tr>
<td>Winning–Losing</td>
<td>75.40521</td>
<td>43.22467</td>
</tr>
<tr>
<td>Drawing–Losing</td>
<td>49.37698</td>
<td>40.12126</td>
</tr>
</tbody>
</table>

TABLE 5 | Relationship possession time – half match.

<table>
<thead>
<tr>
<th>Possession time</th>
<th>First half</th>
<th>Second half</th>
<th>p_overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>1190</td>
<td>1094</td>
<td>0.73</td>
</tr>
<tr>
<td>17.6 m ± 15.3 m</td>
<td>17.2 m ± 15.8 m</td>
<td>0.73</td>
<td></td>
</tr>
</tbody>
</table>
FIGURE 2 | Half match and possession time diagram box.

FIGURE 3 | Possession zone (field zone) and possession time diagram box.

FIGURE 4 | Move outcome and possession time diagram box.

It is seen in mean values of “possession time” which is slightly lower for the middle defensive zone compared to the offensive zone. We observed that distance in the middle offensive zone in the interquartile range is greater, plus a greater dispersion of the observations (Figure 3). This means that the hold time is increased in this area.

In the box diagram (Figure 4), like the previous box diagrams (Figure 3), outliers have been deleted on their behalf to have a better view of the distributions of each category of move outcome based on possession time. There are differences in interquartile ranges, as well as the last values of the upper whiskers, while the difference between the values of the initial whiskers are not significant. This indicates that distributions are biased.

To find significant differences between these variables the Kruskal–Wallis test was applied, with a value of 68.062, and p-value = 0.3408 all means being equal.

Possession time is a success indicator identified in several works, the objective is to determine possession time and field zone in which possession occurs since having possession in the middle defensive zone does not necessarily mean more success since the ball is away from the rival goal.

Table 7 provides an overview of use frequency of the various zones of the field and mean durations of possession in different zones, depending on successful and unsuccessful teams. Possession zone changes significantly between groups, $\chi^2 = 15.72$, $p < 0.05$. Specifically, successful teams occupied more frequently the middle offensive zone than the unsuccessful (712 times against 588, respectively). On the other hand, the unsuccessful teams occupied a greater number of times the middle defensive zone than the successful teams (578 vs. 406).

Observation indicates that successful teams spend more time in the middle offensive zone, and is accompanied by a greater possession time (20.23 s) as contrary to the middle defensive zone (15.82 s). While unsuccessful teams spend more time inside the middle defensive zone, with a longer possession time (14.23 s) than in the middle offensive zone (12.74 s).
TABLE 7 | Relationship between group, zone, and possession time.

<table>
<thead>
<tr>
<th>Group</th>
<th>Field zone</th>
<th>Fr.</th>
<th>x PT*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Successful</td>
<td>Middle defensive</td>
<td>406</td>
<td>15.82</td>
</tr>
<tr>
<td></td>
<td>Middle offensive</td>
<td>712</td>
<td>20.23</td>
</tr>
<tr>
<td>Unsuccessful</td>
<td>Middle defensive</td>
<td>578</td>
<td>14.23</td>
</tr>
<tr>
<td></td>
<td>Middle offensive</td>
<td>588</td>
<td>12.74</td>
</tr>
</tbody>
</table>

*Possession time.

FIGURE 5 | Mean comparison.

Intensity determined by association coefficients Cramer’s V 0.13, and Chuprov coefficient T² 0.13 used to measure symmetrical association between variables showed low intensity relationship between variables.

Significant differences were also found in possession time between successful and unsuccessful teams, H = 24.289, p < 0.001. To study the relationship between possession time and match outcome Welch’s T was used.

In this case, statistic t = 5.408, p < 0.001 with a confidence interval of 95% between −7.072 and −3.305, and 18.67 in successful and 13.48 in unsuccessful teams.

Observing the three variables (Figure 5) shows that in the successful teams attack patterns, teams stay longer in the middle defensive zone with a longer possession time than unsuccessful teams, while unsuccessful teams stay longer in the middle defensive zone with longer times in possession.

Size effect was measured applying a r₁₀₀₀ formula quoted by Nakagawa and Cuthill (2007) with a value of 0.32. Positive coefficient indicates that high scores on possession time implies greater success for the team, although with small intensity.

To determine the influence of possession time and possession zone in successful and unsuccessful teams a logistic regression model was used (Table 8).

Successful/unsuccessful = possession zone + possession time

Team success increases 1.72 times when playing on the middle offensive zone against the middle defensive zone in the one variable model. The two variable model shows an increase of 1.67. Possession time didn’t show significant differences between successful and unsuccessful teams.

Probability of being successful in explanatory variable terms, with X₁ being field zone and X₂ possession time is:

\[ P(\text{Exitosos}) = \frac{\exp^{(\alpha_2 + \alpha_1 X_1 + \alpha_2 X_2)}}{1 + \exp^{(\alpha_2 + \alpha_1 X_1 + \alpha_2 X_2)}} = 0.4425 \]  

44.25% is the probability of a team being successful.

Some authors (Hair et al., 1999) recommend using several methods to evaluate the model’s goodness of fit. A value of Hosmer-Lemeshow 0.797 indicates goodness of fit (Figure 6).

Evaluation model based on pseudo-coefficients \( R^2 \), CoxSnell = 0.048, adjusted Nagelkerke = 0.065, Adj. McFadden = 0.036 and Tjur = 0, indicate low prediction. In classification terms, the model has 47.90% of sensitivity and 69.91% of specificity. UAC = 0.62 value with ratio of 1.23 shows an average ability to classify.

DISCUSSION

The main objective of this study was to determine whether possession time and possession zone are performance indicators that distinguish the successful football elite teams from the unsuccessful. What differentiates this study from its precedents is that it has tried to control some of the situational variables identified by previous studies as an influence to ball possession.

Specifically, all analyzed matches were played at neutral grounds and team level was similar having into account that the teams were the best European national teams. The match status, the other situational variable identified as influential in possession time, was also analyzed to observe level of influence. In order to generalize results we have not studied only one team but analyzed several national teams in the same competition.

Study results have allowed us to detect significant differences between possession time and match status. Longest possession time occurs when teams are winning, these results are similar to those reported by Bloomfield et al. (2005b) and Taylor et al. (2008) and contradict those found by Jones et al. (2004), Lago and Martín (2007), Lago (2009), and Lago-Peñas and Dellal (2010) who indicate that teams losing or drawing have longer periods of possession. Multiple factors may explain these differences, such as playstyles adopted by the teams during competitions, since behavior may be different depending on whether it is a national competition or an international tournament, with different national teams. It has been shown that the main differences are found between the result of winning–losing and losing–drawing, while possession time does not change when teams are either winning or drawing. These findings indicate a team tendency to not change either their playstyle nor their game pattern according to the match status, using the same strategy despite the score, and teams characterized by an attack pattern of long possessions shall not change to make counterattacks or direct attacks when they get ahead on the scoreboard, but try to keep the lead through ball possession, and teams with short attacks will not change to make long attacks.
when changing a favorable marker to an adverse one. However, to consolidate these data, it would be interesting that future studies considered not only the encounter’s partial result, but also score difference, since possibly a team that is losing by the difference of two or more goals and has little time left for the end of the match, regardless of their style of play, will make short possessions to try to increase the frequency of finalizations. On the other hand, teams that are winning by the difference of two or more goals, lacking a short time to the end of the encounter, although their style of offensive game is characterized by short possessions, surely will try to increase the possession time not allowing the opposing team to create chances of finalization.

Results also suggest that possession time is slightly higher in the first part of the match. This can be explained due to the fact that in the second half of the match there is a greater accumulation of fatigue and therefore the player will have a lower technical and tactical level, which will cause a greater number of errors in the technical executions and the tactical decisions, consequently producing a greater number of ball losses and possession changes. The offensive game actions ending with a goal or shot are those with a longer possession time. Data is consistent with results found in the study of Casal et al. (2015) who suggest that long possessions offer a greater chance of successful outcomes. Regarding the area of the field, results show that most of the time possessions are located in the middle offensive zone, this data is consistent with results obtained by Collet (2013) which indicated the need for effective possessions, meaning these possessions should be located in dangerous places for the opponent’s team, for example, near the opponent’s goal. Effectively, for possession to be effective, it must occur as close as possible to the opposing goal, trying to disrupt the opposing team’s defense and create a chance of finalization. Ball possession happening far from the rival team’s goal and without intention to progress is totally ineffective.

Having into account team quality the bivariate analysis has allowed to draw several evidence on the possession type of different teams. Specifically, we detected significant differences in spatial occupation frequency that teams perform, successful teams occupy a greater number of times the middle offensive zone and for longer times, on the contrary, unsuccessful teams occupy most often the middle defensive zone. Data is consistent with results obtained by Bate (1988) indicating that probability of scoring a goal depends on the number of times a team gets close to the opposite goal having possession, this being an indicator of successful teams. It seems obvious that the most advantageous possession zones are those close to the goal zones of the opposing team and that maintenance of possession in zones far from the goal don’t guarantee offensive success.

Results reinforce the established by various studies (Andujar, 2015; Casal et al., 2015) showing that modern playstyle has evolved into a positional game in which possession is the fundamental argument in collective game. Playstyle has changed from a model that produced success, identified by shooting to the opposite goal, thanks to the turnovers in the middle offensive zone and short possessions, to one in which once possession has started the attacking phase becomes elaborate and parsimonious.

Significant differences were found in possession time between different group teams. Successful teams has longer possession times than unsuccessful teams. Results agree with other studies (Jones et al., 2004; Bloomfield et al., 2005a; Hughes and Franks, 2005; Lago and Martín, 2007; Lago-Peñas and Dellal, 2010) indicating that greater possession characterizes successful teams. This fact is reflected in the playstyle the best teams of both European domestic leagues and national teams, both European and worldwide are using today. The F.C. Barcelona (2015–2016 Spanish Liga and 2015 UEFA Champions League champions), Spain’s national team (2008 and 2012 UEFA Euro 2010 FIFA World Cup champions) and German’s national team (2014 FIFA World Cup champions) are characterized by an offensive playstyle that consists of taking the lead through possession, using as an overall tactical offensive model, the combination attack.

Multivariate analysis tried to describe the relationship between possession time in each zone with team successfulness. Results showed that successful teams differ significantly from

### TABLE 8 | Logistic regression model.

<table>
<thead>
<tr>
<th>Estimate</th>
<th>SE</th>
<th>Z</th>
<th>Pr &gt; [z]</th>
<th>Crude OR (95% CI)</th>
<th>Adj OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>-0.77</td>
<td>0.13</td>
<td>5.74</td>
<td>9.09e-09***</td>
<td>1.03 (1.02, 1.04)</td>
</tr>
<tr>
<td>T.Offensive</td>
<td>0.51</td>
<td>0.13</td>
<td>3.67</td>
<td>0.01***</td>
<td>1.03 (1.02, 1.04)</td>
</tr>
<tr>
<td>Dp</td>
<td>0.03</td>
<td>0.01</td>
<td>5.00</td>
<td>5.73e-07 **</td>
<td>1.03 (1.02, 1.04)</td>
</tr>
</tbody>
</table>

**p < 0.05; ***p < 0.001.

#### FIGURE 6 | Goodness fit model.
unsuccessful teams in this regard. Specifically, successful teams occupied more frequently the middle offensive zone and remained longer in the same keeping possession. On the contrary, unsuccessful teams occupied more times and middle defensive zone staying longer times than successful teams. Results reinforce those obtained with bivariate analysis which agreed with the importance of being near the goal and having long possessions to ensure team success.

Logistic regression analysis allowed us to determine possession time and zone influence on the outcome of the match, as well as identifying a model that allows us to predict team success in terms of these variables. This model indicates that each time that a possession is carried out in the middle offensive zone, the chances of winning will increase 1.72 times and the probability of success having longer possession times on the middle offensive zone will be 44.25%. These data are the main potentiality of the present work since no previous investigations have been found that carry out this type of analysis, studying the relationship between possession time, possession zone and team’s success, in order to identify a game pattern with greater success.

One limitation of the study has been that only national teams matches have been analyzed, so results cannot be extrapolated to other kinds of meetings, because as indicated by studies James et al. (2004), Tucker et al. (2005), Bloomfield et al. (2005a), Lago and Martin (2007), Lago (2009), and Collet (2013) the type of competition and, in particular, quality of the rival team, influences the type of possession that will be carried out in the meeting. On the other hand, we also believe that the fact of having as sample teams of an even competitive level (being the best in Europe) is work’s fortitude and, if significant differences were found between the teams, all of a similar competitive level, it is feasible that between different level teams differences will be even greater. We are also aware of the existence of other extraneous variables that can influence the results as the playstyle in different competitions (Rienzi et al., 2000), arbitration decisions, weather conditions or the state of the field, but it would be impossible controlling all of these variables, so this study has tried to show the influence of some of them.

Results obtained are expected to help giving more knowledge about successful offensive game models, as well as performance factors of the offensive phase, which will allow teams to optimize their training process and performance during the match. In the field of research contributions could prove useful in future studies of possessions, taking into consideration not only possession time but also the area in which it occurs and team quality.

CONCLUSION
This study allows us to identify, characterize and differentiate different attack patterns between successful and unsuccessful teams, based on possession time and zone in which it occurs. Results show that significant differences between the two groups are found. Data establishes that successful teams are characterized by an offensive game pattern with greater possession and more presence in the middle offensive zone. On the other hand, unsuccessful teams have shown an offensive game pattern with lesser possession time. In addition, longer possession time in the middle offensive zone, predicts greater chance of victory in the match.

Current football’s empirical observation and analysis leads to the identification of a possession playstyle generalized commitment, it seems that coaches and teams have opted for this model, but what makes teams have higher success rates than others? Probably the answer is related to the individual effectiveness of the actors (players) in the collective framework. We can never forget that individualities build the collective game and, therefore, individual quality of the players is a key factor of performance, which will mark the collective success of the teams.
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Mastery in Goal Scoring, T-Pattern Detection, and Polar Coordinate Analysis of Motor Skills Used by Lionel Messi and Cristiano Ronaldo
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Research in soccer has traditionally given more weight to players’ technical and tactical skills, but few studies have analyzed the motor skills that underpin specific motor actions. The objective of this study was to investigate the style of play of the world’s top soccer players, Cristiano Ronaldo and Lionel Messi, and how they use their motor skills in attacking actions that result in a goal. We used and improved the easy-to-use observation instrument (OSMOS-soccer player) with 9 criteria, each one expanded to build 50 categories. Associations between these categories were investigated by T-pattern detection and polar coordinate analysis. T-pattern analysis detects temporal structures of complex behavioral sequences composed of simpler or directly distinguishable events within specified observation periods (time point series). Polar coordinate analysis involves the application of a complex procedure to provide a vector map of interrelated behaviors obtained from prospective and retrospective sequential analysis. The T-patterns showed that for both players the combined criteria were mainly between the different aspects of motor skills, namely the use of lower limbs, contact with the ball using the outside of the foot, locomotion, body orientation with respect to the opponent goal line, and the criteria of technical actions and the right midfield. Polar coordinate analysis detected significant associations between the same criteria included in the T-patterns as well as the criteria of turning the body, numerical equality with no pressure, and relative numerical superiority.

Keywords: soccer, goal scoring, motor skills, pattern detection, polar coordinate analysis

INTRODUCTION

Soccer performance research is broadly developed and implemented (Ali, 2011), contributing to a rapid and continuous enhancement of players’ performance in the last few years (Lago-Ballesteros et al., 2012). Given the complexities and dynamic nature of soccer, observation and measurement processes throughout the design of match analysis systems have made it possible to collect data by embracing technical, behavioral, physical, and tactical factors (Carling et al., 2005).

Due to the high complexity of soccer games, it is known that general research in soccer presents some flaws, such as: (i) lack of context; (ii) missed operational definitions (MacKenzie and Cushion, 2013); and (iii) inability of parameters such as official match statistics and physiological and
performance data to provide information for a comprehensive evaluation of the soccer players (Perić et al., 2013). The idiosyncrasies of dynamic systems theory make it possible to overcome these limitations (Glazier and Robins, 2013), entailing that mathematical models of analysis must incorporate a wider range of organismic, environmental, and task constraints (Glazier and Davids, 2009). Specifically, dynamical systems theory plays an important role with its multidisciplinary theoretical framework for sports performance analysis by (i) facilitating the linkage of behaviors to outcomes due to its more process-oriented than product-oriented focus, and (ii) stabilizing the same principles and concepts governing patterns in intra- and inter-individual levels of sports performance (Glazier and Robins, 2013).

There is a general belief that talented people display superior performance in a wide range of activities, such as superior athletic ability and mental abilities (Feltovich et al., 2006). Notwithstanding, to understand sport expertise, multi-scale and multi-disciplinary theoretical descriptions are needed (Araújo et al., 2010). In the domain of team play analysis, McGarry et al. (2002) mention that the main soccer research focuses on tactical and technical factors. Technical analysis includes the testing of key sport skills, including the mechanical aspects of technique, and is concerned with the way the skill is performed in terms of kinetic and kinematic detail of the movement involved (O’Donoghue, 2010). In the perspective of Ali (2011), it becomes useless if the player does not perform the right action at the right time, i.e., when a tactical approach to the players’ behavior does not exist. Behavioral specific and representative information is continuously apprehended from the environment by dynamical movement systems, to structure and to adapt functional patterns of play. This sensibility to contextual information regulates the motor system number and to adapt functional patterns of play. This sensibility to contextual information regulates the motor system number and to adapt functional patterns of play. This sensibility to contextual information regulates the motor system number and to adapt functional patterns of play.

### TABLE 1 | Goals scored by Lionel Messi and Cristiano Ronaldo considered.

<table>
<thead>
<tr>
<th>Competition</th>
<th>Season</th>
<th>Lionel Messi</th>
<th>Cristiano Ronaldo</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Champions League</td>
<td>2013–2014</td>
<td>5</td>
<td>13</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>2014–2015</td>
<td>10</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>2015–2016</td>
<td>5</td>
<td>12</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>20</td>
<td>32</td>
<td>52</td>
</tr>
<tr>
<td>La Liga</td>
<td>2013–2014</td>
<td>15</td>
<td>17</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>2014–2015</td>
<td>26</td>
<td>26</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>2015–2016</td>
<td>11</td>
<td>22</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>52</td>
<td>65</td>
<td>117</td>
</tr>
<tr>
<td>Copa del Rey</td>
<td>2013–2014</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2014–2015</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2015–2016</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>11</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>83</td>
<td>98</td>
<td>181</td>
</tr>
</tbody>
</table>

However, with the application of styles of play that incorporate and encourage individual actions and skills, which improve overall game strategies and outcomes (Carling et al., 2008), relevant individual behaviors in soccer, such as goal-scoring, need to be analyzed with regard to motor skills (Castañer et al., 2016b). Although, goal-scoring, the ultimate objective of attacking effectiveness in competition settings, has been extensively used in match performance research (Tenga et al., 2010; Lago-Ballesteros et al., 2012), the objectivity of this research remains insufficient with regard to the motor skills that support goal-scoring patterns (Castañer et al., 2016a).

Indeed, in elite soccer, the use of motor skills has largely been studied from a subjective perspective (Duch et al., 2010), but mastery of these skills (Castañer et al., 2009, 2016a; Wallace and Norton, 2014) is directly linked to motor versatility (Bishop et al., 2013) and consequently to the ability to execute complex intentional actions (Memmert et al., 2013). Motor versatility in both individual and team sports requires the integration of multiple skills (Bishop et al., 2013); it is a particularly important quality in attackers such as strikers and wingers and is closely linked to motor anticipation (Murgia et al., 2014). In fact, the ability to efficiently and effectively execute skilled movement patterns is the most important aspect of soccer performance and players must apply cognitive, perceptual and motor skills to rapidly changing situations (Ali, 2011). These multiple skills are essential to execute soccer moves such as ball control, dribbling, and shots. Motor skills involve axial movements in the form of turns and pivots, spatial orientation of the player’s body in relation to the side lines and goal line, and the use of one limb or another (laterality). These movements not only underpin all soccer moves but also contribute to the uniqueness of each player (Castañer et al., 2016a). In addition, most of these movements are interlinked. Laterality (Teixeira et al., 2011; Bishop et al., 2013), for example, refers not only to left-right preference but also to how a player orients his body spatially (Bishop et al., 2013; Loffing et al., 2015). Previous research (Castañer et al., 2016a) has demonstrated that Lionel Messi—a left-footed player whose has achieved some of his best results playing on the right wing—is a good example of laterality. Cristiano Ronaldo does not have the singular characteristic of being left-footed in goal-scoring, but he is also an example of motor skills versatility. This is the main aspect of our research: studying the motor skills that configure the uniqueness of a striker.

Cristiano Ronaldo and Lionel Messi are considered to be the best soccer players who have ever existed. Since 2008, no other player has won the FIFA best player award: Messi has won 5 times and Ronaldo 4 times. In a comparison of Ronaldo’s and Messi’s goal-scoring in La Liga since the 2009–2010 season, Shergold (2016) found that Messi scored 270 goals in 252 matches, playing 21,218 min and taking 953 shots, and Ronaldo scored 270 goals in 247 matches, playing 21,206 min, and taking 1,318 shots. These data show that Messi has a shot conversion rate of 28.77%, compared with 20.03% for Ronaldo. Nevertheless, both players show unusual accuracy as well as uniqueness in motor skills.
TABLE 2 | OSMOS-soccer player (Observation system for motor skills in soccer).

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Category</th>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Body part</td>
<td>Left foot</td>
<td>LF</td>
<td>Player touches the ball with left foot</td>
</tr>
<tr>
<td></td>
<td>Right foot</td>
<td>RF</td>
<td>Player touches the ball with right foot</td>
</tr>
<tr>
<td></td>
<td>Left leg</td>
<td>LL</td>
<td>Player touches the ball with left leg (not including foot)</td>
</tr>
<tr>
<td></td>
<td>Right leg</td>
<td>RL</td>
<td>Player touches the ball with right leg (not including foot)</td>
</tr>
<tr>
<td></td>
<td>Chest</td>
<td>CH</td>
<td>Player touches the ball with chest</td>
</tr>
<tr>
<td></td>
<td>Back</td>
<td>BA</td>
<td>Player touches the ball with back</td>
</tr>
<tr>
<td></td>
<td>Head</td>
<td>HD</td>
<td>Player touches the ball with head</td>
</tr>
<tr>
<td>2. Foot contact zone</td>
<td>Tip</td>
<td>TI</td>
<td>Player touches the ball with tip of foot</td>
</tr>
<tr>
<td></td>
<td>Outside</td>
<td>OU</td>
<td>Player touches the ball with outside of foot</td>
</tr>
<tr>
<td></td>
<td>Inside</td>
<td>ID</td>
<td>Player touches the ball with inside of foot</td>
</tr>
<tr>
<td></td>
<td>Heel</td>
<td>HL</td>
<td>Player touches the ball with heel</td>
</tr>
<tr>
<td></td>
<td>Sole</td>
<td>SO</td>
<td>Player touches the ball with sole</td>
</tr>
<tr>
<td></td>
<td>Instep</td>
<td>IT</td>
<td>Player touches the ball with instep</td>
</tr>
<tr>
<td></td>
<td>Non-observable</td>
<td>NON</td>
<td>No clear contact zone between player and ball</td>
</tr>
<tr>
<td>3. Body orientation with respect to rival goal line</td>
<td>Facing goal</td>
<td>FG</td>
<td>Player's chest facing rival goal line</td>
</tr>
<tr>
<td></td>
<td>Facing right</td>
<td>OR</td>
<td>Player's chest facing right side line</td>
</tr>
<tr>
<td></td>
<td>Back to goal</td>
<td>BT</td>
<td>Player's back facing rival goal line</td>
</tr>
<tr>
<td></td>
<td>Facing left</td>
<td>OL</td>
<td>Player's chest facing left side line</td>
</tr>
<tr>
<td>4. Stability</td>
<td>Right turn</td>
<td>RT</td>
<td>Player makes a full or half turn to the right (vertical axis)</td>
</tr>
<tr>
<td></td>
<td>Left turn</td>
<td>LT</td>
<td>Player makes a full or half turn to the left (vertical axis)</td>
</tr>
<tr>
<td></td>
<td>Right foot pivot</td>
<td>RFP</td>
<td>Player pivots to the right on right foot</td>
</tr>
<tr>
<td></td>
<td>Left foot pivot</td>
<td>LFP</td>
<td>Player pivots to the left on left foot</td>
</tr>
<tr>
<td></td>
<td>Jump</td>
<td>JUM</td>
<td>Elevation of the body</td>
</tr>
<tr>
<td>5. Locomotion</td>
<td>One</td>
<td>ONE</td>
<td>Player takes one step without touching the ball</td>
</tr>
<tr>
<td></td>
<td>Two</td>
<td>TWO</td>
<td>Player takes two steps without touching the ball</td>
</tr>
<tr>
<td></td>
<td>Three</td>
<td>THR</td>
<td>Player takes three steps without touching the ball</td>
</tr>
<tr>
<td></td>
<td>Four</td>
<td>FOU</td>
<td>Player takes four steps without touching the ball</td>
</tr>
<tr>
<td></td>
<td>Five</td>
<td>FIV</td>
<td>Player takes five steps without touching the ball</td>
</tr>
<tr>
<td></td>
<td>More</td>
<td>MOR</td>
<td>Player takes more than five steps without touching the ball</td>
</tr>
<tr>
<td>6. Technical actions</td>
<td>Control</td>
<td>CT</td>
<td>Player gains control of the ball following diverse actions</td>
</tr>
<tr>
<td></td>
<td>Dribbling</td>
<td>CD</td>
<td>Player dribbles the ball</td>
</tr>
<tr>
<td></td>
<td>Shot</td>
<td>SH</td>
<td>Player shoots</td>
</tr>
<tr>
<td></td>
<td>Feint (shot)</td>
<td>SHF</td>
<td>Player pretends to shoot</td>
</tr>
<tr>
<td></td>
<td>Feint (pass)</td>
<td>PAF</td>
<td>Player pretends to pass</td>
</tr>
<tr>
<td></td>
<td>Feint (change of dir.)</td>
<td>DIF</td>
<td>Player tricks a defender by changing direction</td>
</tr>
<tr>
<td></td>
<td>Volley</td>
<td>VO</td>
<td>Player makes contact with the ball before it touches the ground</td>
</tr>
<tr>
<td>7. Centre of the game</td>
<td>Relative numerical inferiority</td>
<td>PR</td>
<td>Attacking team has one or two influential players less than the opponent in the centre of the game</td>
</tr>
<tr>
<td></td>
<td>Absolute numerical inferiority</td>
<td>PA</td>
<td>Attacking team has at least three or more influential players in relation with the opponent in the centre of the game</td>
</tr>
<tr>
<td></td>
<td>Numerical equality with pressure</td>
<td>PE</td>
<td>Attacking team has the same number of players than the opponent in the centre of the game. The ball carrier has his back oriented to the opponent’s goal and an opponent is marking from behind</td>
</tr>
<tr>
<td></td>
<td>Numerical equality with no pressure</td>
<td>NPE</td>
<td>Attacking team has the same number of players than the opponent in the centre of the game. The ball carrier has his chest oriented to the opponent’s goal, with conditions to progress into the pitch offensive zones</td>
</tr>
</tbody>
</table>

(Continued)
For instance, Jafari and Smith (2016) hypothesized that Lionel Messi has acquired higher motor skills than most other players, and that this frees up much cognitive capacity. And Hong et al. (2012) followed Hodge et al. (2006), who assume that tasks are what produce an outcome or product is received (Chi, 2006). Here we can determine who is an expert by looking at how well they describe two singular styles of playing soccer, have not been analyzed from an objective, scientific perspective. This sort of analysis is challenging because soccer is a complex game that requires a wide repertoire of individual skills used for the benefit of the team and characterized by constant interactions among technical, tactical, psychological, and physical factors. There are various methods for identifying an expert, for example the retrospective method. Using this method, one can determine who is an expert by looking at how well an outcome or product is received (Chi, 2006). Here we followed Hodges et al. (2006), who assume that tasks are what elucidate the underlying mechanisms that afford consistent expert performance.

Thus, the overall objective of this study was to perform an objective analysis of Lionel Messi’s and Cristiano Ronaldo’s use of motor skills prior to scoring a goal using two complementary methods: T-pattern analysis and polar coordinate analysis. The methodological aim was to detect temporal structures of behavior underlying the two players’ styles by means of T-pattern analysis and, complementarily, to obtain an idea of the behavior in its entirety using polar coordinate analysis, whose powerful data reduction feature facilitates the interpretation of data by means of a vectorial representation of the associations detected between behaviors.

### METHODS

Given that our study fulfilled the requisite, established by Anguera (2003), of having perceivable and regular behaviors in a natural setting, we employed systematic observation (Anguera, 1979). The choice of methodology is also justified by the implementation of an ad-hoc observation instrument to record, analyze, and interpret the behaviors exhibited by Messi and Ronaldo in the goals analyzed.

Observational methodology offers eight types of observational designs (Blanco-Villaseñor et al., 2003; Sánchez-Algarra and Anguera, 2013; Anguera and Hernández-Mendo, 2014; Portell et al., 2015) that offer different possibilities in terms of the number of participants, the continuity of the recording and the number of criteria observed. These designs have been widely applied in the analysis of individual and team sports (Jonsson et al., 2006; Fernández et al., 2009; Camerino et al., 2012a,b; Lapresa et al., 2013; Castañer et al., 2016a; Tarragó et al., 2016); in the analysis of motor skills in physical activity and sport (Castañer et al., 2009, 2016b) and in mixed methods research in sports (Anguera et al., 2014). We decided to use the N/S/M design, where N refers to nomothetic (focusing on two players), S refers to intersessional follow-up (analyzing specific motor skills and contextual aspects recorded from the beginning to the end of different sequences of numerous matches), and M refers to multidimensional (addressing multiple criteria and responses in the ad-hoc observation instrument designed).

Two particularly fitting techniques for the analysis of such complexity are temporal pattern (T-pattern) detection (Casarrubea et al., 2015; Magnusson et al., 2016) and polar coordinate analysis (Sackett, 1980). T-pattern detection has been successfully used in numerous studies to reveal hidden patterns underlying different soccer actions (Anguera and Jonsson, 2003; Castañer et al., 2016a; Tarragó et al., 2016).

### TABLE 2 | Continued

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Category</th>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative numerical superiority</td>
<td>NPR</td>
<td>Attacking has one or two influent players more than the opponent in the centre of the game</td>
<td></td>
</tr>
<tr>
<td>Absolute numerical superiority</td>
<td>NPA</td>
<td>Attacking team has three or more influent players than the opponent in the centre of the game</td>
<td></td>
</tr>
</tbody>
</table>

| 8. Side | Right wing | RW | Part of the pitch between the right side line and the right midfield |
| Left wing | LW | Part of the pitch between the left side line and the left midfield |

| 9. Zones | Ultraoffensive 1 | UOO | Between the goal line and the front of the goal area |
| Ultraoffensive 2 | UOT | Between the front of the goal area and the penalty box |
| Offensive | OFF | Between the front of the penalty box and the half-way line (excl. centre circle) |
| Central | CEN | Centre circle |

### TABLE 3 | Reliability: sample and values per player and for both players.

<table>
<thead>
<tr>
<th></th>
<th>Lionel Messi</th>
<th>Cristian Ronaldo</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>%a</td>
<td>Kappa</td>
<td>n</td>
</tr>
<tr>
<td>Inter-observer</td>
<td>25</td>
<td>30</td>
<td>0.95</td>
</tr>
<tr>
<td>Intr-observer</td>
<td>15</td>
<td>18</td>
<td>0.98</td>
</tr>
</tbody>
</table>

n = number of goals. 
%a Percentage of goals with regard to the final sample (see Table 1) for both players.

For instance, Jafari and Smith (2016) hypothesized that Lionel Messi has acquired higher motor skills than most other players, and that this frees up much cognitive capacity. And Hong et al. (2012) describe the "knuckling shot" as one of the characteristics of Ronaldo.
FIGURE 1 | Formation of a T-pattern from a simple T-pattern (first line) to more complex ones, such as the T-pattern at the bottom (Castañer et al., 2009, p. 859).

FIGURE 2 | Graphic depiction of relationships between conditional and given behaviors in polar coordinate maps according to the quadrant in which the vector is located (Castañer et al., 2016a, p. 5).

Jonsson et al., 2006; Fernández et al., 2009; Garzón Echevarría et al., 2011; Lapresa et al., 2013, 2014; Sarmento et al., 2013; Barreira et al., 2014; Escolano-Pérez et al., 2014; Zurloni et al., 2014; Magnusson et al., 2016). Polar coordinate analysis is a powerful data reduction technique that is increasingly being used in studies of team sports (Perea et al., 2012; Robles et al., 2014; Echeazarra et al., 2015; López-López et al., 2015; Morillo-Baro et al., 2015; Sousa et al., 2015; Castañer et al., 2016a; López et al., 2016; Aragón et al., 2017). The technique provides a vectorial representation of the complex network of interrelations between carefully chosen, exhaustive and mutually exclusive defined criteria.

Participants
A total of 181 goals were analyzed, 83 scored by Lionel Messi and 98 scored by Cristiano Ronaldo (Table 1). The goals were included according to the following criteria:

i Clear observability of the sequence to the goal (Anguera and Hernández-Mendoza, 2015);
ii Availability of at least two recordings of each sequence from different angles;
iii Goals scored in Champions League, La Liga and Copa del Rey were included;
iv Goals had to be from the last three seasons, namely 2013–2014, 2014–2015, and 2015–2016;
v Opponent quality criterion: Champions League is known as the most elite Union of European Football Associations (UEFA) competition, so all goals scored in this league were considered; in La Liga and Copa del Rey, the criteria of Bradley et al. (2013) were followed, i.e., only the goals scored against non-successful clubs—the last four classified at the end of each season—were not included;
vi Goals resulting directly from set pieces, including the rebound of a penalty, were not considered;
vii Goals scored in regular time were included.

Our study can thus be considered case-oriented (Sandelowski, 1996; Yin, 2014). The goals were analyzed using public television footage, in compliance with the ethical principles of the Declaration of Helsinki.

Materials
Observational Instrument
The ad-hoc observation instrument OSMOS-soccer player (Castañer et al., 2016a) was used with a minimal optimization of criteria. Specifically, the criterion Number of Opponents was replaced by Centre of the Game, adapted from Barreira et al. (2012, 2014, 2015), and the criterion Stability, which includes jumps, was merged with the Turn and Pivot Direction criteria. The instrument (see Table 2) comprised nine criteria: (1) Body Part (part of the body that the player uses to make contact with the ball); (2) Foot Contact Zone (part of the foot used to touch the ball); (3) Body Orientation (angle of the chest with respect to the side line or goal line); (4) Stability (turn direction, right vs. left; pivot foot, right vs. left; and elevation of the body); (5) Locomotion (number of steps between touches of the ball); (6) Action (common soccer technical actions); (7) Centre of the Game (number of players on both teams interacting during the
Castañer et al. Striker Skills during Goal Scoring

FIGURE 3 | Messi and Ronaldo event-type frequency chart.

Data Analysis Software
Two programs were used: (a) Theme software package (Magnusson et al., 2016) for T-pattern detection; (b) HOISAN v.1.6.3.2 (Hernández-Mendo et al., 2012, 2014) for the polar coordinate analysis.

Procedure
Goal-scoring sequences were analyzed from the moment the player receives the last pass to the moment he scores a goal. After appropriate training in the use of OSMOS-soccer player, two expert observers—an expert soccer analyst and a motor skills expert—recorded 30% of the total goals included for each player (Table 3). Intra- and inter-observer reliability was calculated in LINCE, before the full data set was coded, using a preliminary dataset of 55 and 30 goal-scoring sequences, respectively. The goals used to calculate data quality were from the 2012 to 2013 season and therefore were not included in the final sample. The resulting kappa statistic was 0.95 for inter-observer and 0.98 for intra-observer analysis, which guarantees the interpretative rigor of the coding process.

Data Analysis
T- Pattern Detection
T-pattern detection is a relevant data analysis technique in systematic observation (Anguera and Hernández-Mendo, 2015) and the THEME software is a powerful research tool for obtaining T-patterns. This software makes it possible to explore behavioral structures in detail by revealing stronger connections between successive recorded behaviors in goals than would be expected by chance. The critical interval is the key concept that

striker’s action); (8) Side (position of the player on the pitch); and (9) Zone (area where the player moves). Each criterion was expanded to build an exhaustive and mutually exclusive observation system that included, in total, 50 categories.

Recording Instrument
Goal-scoring sequences were coded using LINCE (v.1.2.1) (Gabín et al., 2012). This software program was also used for the data quality check.
makes it possible to delimit the admissible temporal distances between successive identical or similar occurrences in order to consider the existence of a temporal pattern. Obtaining T-patterns is a procedure of great importance for theoretical and empirical purposes, and deriving their algorithm has involved the development of powerful new analytic techniques based on probability theory and, more specifically, on binomial distribution (Magnusson, 2000). Three criteria were applied to guarantee that any T-patterns detected were not due to random events: (a) presence of a given T-pattern in at least 25% of all sequences, (b) significance level of 0.005, and (c) redundancy reduction setting of 90% for occurrences of similar T-patterns. As Magnusson states, the idea of T-pattern analysis is to detect repeated behavioral patterns that are invisible to unaided observers. The temporal structure of complex behavioral sequences is composed of simpler or directly distinguishable event-types (Magnusson et al., 2016). Each T-data set subject to analysis consists of series of behaviors coded as occurrence times (beginning and end points) within specified observation periods (time point series; Magnusson, 1996).

More specifically, the following explanation, used in several studies, allows a clear understanding of how T-pattern detection works. For instance, in a given observation period, two repeated actions, A and B, either in this same order or simultaneously, form a minimal T-pattern (AB) if they are found more often than would be expected by chance, and if, assuming the null hypothesis of independent distributions for A and B, they are separated by approximately the same distance (time). Instances of A and B separated by this approximate distance constitute an (AB) T-pattern and their occurrence times are added to the original data. More complex T-patterns consisting of simple, already-detected patterns are subsequently added through a bottom-up detection procedure. Pairs or series of patterns can thus be detected, for example (((AB)C)(DE)) (see Figure 1).

The THEME software compares all patterns and retains only the most complete ones. Although, only a limited range of basic unit sizes is relevant in any study, T-patterns are, in principle, scale-independent as any basic time unit can be used. Thus, it would be fruitful in the study of Messi’s and Ronaldo’s goal-scoring.

Polar Coordinate Analysis

The structure of polar coordinate analysis, a technique of sequential analysis (Bakeman, 1978), is based on the complementarity between two analytical perspectives: prospective and retrospective. Polar coordinate analysis involves the detection of significant associations between focal behavior (the behavior of interest) and conditional behaviors (the other behaviors analyzed).

To define a focal behavior, it is first necessary to conduct the prospective analysis, which, depending on the aims of the study, is believed to generate or trigger a series of connections with other categories, known as conditional behaviors. The retrospective, or “backward” perspective, which incorporates what Anguera (1997) referred to as the concept of “genuine retrospectivity,” reveals significant associations between the focal behavior and behaviors that occur before this behavior.

The technique of polar coordinate analysis can be applied to a series of values that are independent of each other, which is the case of adjusted residuals, whether prospective or retrospective, as they are calculated separately for each lag. Standardized Z statistics derived from adjusted residuals (Bakeman, 1978, 1991) corresponding to both prospective and retrospective lags are needed to compute prospective and retrospective Zsum statistics. These values, which can be positive or negative and are located in one of four quadrants, are then used to build maps showing the relationships between a focal behavior (Gorospe and Anguera, 2000; or a criterion behavior, as it is known in lag sequential analysis) and one or more conditional behaviors. Polar coordinate analysis involves the application of a complex procedure to provide a vector map of interrelated behaviors. The same number of prospective and retrospective lags is analyzed in each case. Prospective lags show which conditional behaviors precede the given behavior, while retrospective lags show which behaviors follow it.

As mentioned above, polar coordinate analysis merges the prospective and retrospective approaches to achieve a powerful reduction of data through the calculation of the Zsum statistic \(\frac{Z_{sum}}{\sqrt{n}}\) described by Cochran (1954) and later developed by Sackett (1980). In both the prospective approach (ZsumP) and the retrospective approach (ZsumR), calculations are based on the frequency of the given behavior, \(n\), and a series of mutually independent \(z\)-values for each lag. Each of these values is obtained by applying the binomial test to compute conditional probabilities (based on the number of codes recorded for each goal sequence) and unconditional probabilities (due to random effects). The length of each vector is obtained from \(\sqrt{Z_{sum}^2 + Z_{sum}^2}\), while its angle is calculated by dividing the retrospective Zsum arcsine by the radius (\(\phi = \text{arcsine of } \frac{Y}{\text{radius}}\)). Prospective and retrospective Zsum values (lags 1–5 and lags 1 to 5, respectively) can carry a positive or negative sign; these signs determine in which quadrant the resulting vectors (behaviors) are placed. To
**Focal category: RF (right foot)**
The use of the right foot (RF) is mutually activated (QI) by following the use of the right foot (RF) and facing the chest toward the rival goal line (FG).

**Focal category: LF (left foot)**
The use of the left foot (LF) is activated (QII) if the player makes a full or half turn to the left (vertical axis) (LT) and is mutually activated (QI) with the use of three steps between touches (THR), the left body orientation with respect to the rival goal line (OL) and numerical equality with no pressure (NPE).

**Focal category: RF (right foot)**
The use of the right foot (RF) is activated (QII) by relative numerical superiority (NPR) and numerical equality with pressure (PE) and is mutually activated (QI) with the use of the external zone of the foot (OU) and three steps between touches of the ball (THR).

**Focal category: LF (left foot)**
The use of the left foot (LF) is activated (QII) by the use of the inside of the foot (ID) and is mutually activated (QI) with the left body orientation with respect to the rival goal line (OL) and numerical equality with respect to the rival goal line (OL) and numerical equality with pressure (PE).
FOOT CONTACT ZONE

**MESSI**

**Focal category: OU (outside of the foot)**
The use of the outside of the foot (OU) is activated (QII) by absolute numerical inferiority (PA) and is mutually activated (QI) by the use of three steps between touches of the ball (THR).

**RONALDO**

**Focal category: OU (outside of the foot)**
The use of the outside of the foot (OU) is activated (QII) by the use of the head (HD), facing backwards with respect to the rival goal line (BT) and pivoting over the right leg (RFP), and is mutually activated (QI) with the use of the external zone of the foot (OU) and the right foot (RF) and the right orientation of the body with respect to the rival goal line (OR).

illustrate the results, a map with four quadrants indicates the relationship (inhibitory vs. excitatory) between the focal and conditional behaviors. Thus, each quadrant reveals the following relationships:

- Quadrant I (++). The given and conditional behaviors are mutually excitatory.
- Quadrant II (− +). The given behavior is inhibitory and the conditional behavior is excitatory.
- Quadrant III (− −). The given and conditional behaviors are mutually inhibitory.
- Quadrant IV (+ −). The given behavior is excitatory and the conditional behavior is inhibitory.

As in previous research (Castañer et al., 2016a), Figure 2 gives a graphical explanation of how to interpret the associations between given and conditional behaviors depending on the quadrant.

In each polar coordinate map, the focal behavior is placed in the middle and, depending on the quadrant in which the conditional behavior is placed, the angle of the vector is transformed as follows: quadrant I (0 < ϕ < 90) = ϕ; quadrant II (90 < ϕ < 180) = 180 – ϕ; quadrant III (180 < ϕ < 270) = 180 + ϕ; quadrant IV (270° < ϕ < 360°) = 360° – ϕ.

The HOISAN v1.6.3.2 software was used to calculate the prospective and retrospective adjusted residuals and the length and angle of the vectors and to produce a graphical representation of the results obtained.

**RESULTS**

**T-Pattern Detection**

T-pattern detection was performed using the free THEME software. Firstly, we explored the frequency of events and event sequences (Figure 3). The box in Figure 3 shows the first 25 event-types with more than 2 occurrences (Messi in the left chart and Ronaldo in the right chart).

The most frequent event-types for both players were a total of nine configurations of codes. These were: facing goal, three steps between touches in the left midfield (FG,THR,CL) (Messi, n = 16; Ronaldo, n = 15); facing goal, more than five steps in the left midfield (FG,MOR,CL) (Messi, n = 12; Ronaldo, n = 14); facing goal, more than five steps in the right midfield (FG,MOR,CR) (Messi, n = 12; Ronaldo, n = 6); left orientation of the body with respect to the rival goal line, three steps in the right midfield (OL,THR,CR) (Messi, n = 12; Ronaldo, n =
FIGURE 8 | Maps of polar coordinate analysis for the Body Orientation criterion.

<table>
<thead>
<tr>
<th>Category</th>
<th>Q</th>
<th>P.Prosp.</th>
<th>P.Retro.</th>
<th>Radius</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centre_NPE</td>
<td>II</td>
<td>-0.46</td>
<td>4.36</td>
<td>4.39 (*)</td>
<td>95.97</td>
</tr>
<tr>
<td>St.PrivFoot_LFP</td>
<td>II</td>
<td>-1.87</td>
<td>2.73</td>
<td>3.31 (*)</td>
<td>124.47</td>
</tr>
<tr>
<td>Bodypart_RF</td>
<td>I</td>
<td>2.72</td>
<td>0.13</td>
<td>2.72 (*)</td>
<td>2.83</td>
</tr>
<tr>
<td>Bodypart_RL</td>
<td>I</td>
<td>0.18</td>
<td>1.96</td>
<td>1.97 (*)</td>
<td>84.74</td>
</tr>
<tr>
<td>Bodyorient_FG</td>
<td>I</td>
<td>6.30</td>
<td>6.30</td>
<td>8.91 (*)</td>
<td>45.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>Q</th>
<th>P.Prosp.</th>
<th>P.Retro.</th>
<th>Radius</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>St.Turndir_RT</td>
<td>II</td>
<td>-2.86</td>
<td>0.82</td>
<td>2.98 (*)</td>
<td>163.92</td>
</tr>
<tr>
<td>Centre_NPR</td>
<td>II</td>
<td>-1.80</td>
<td>2.60</td>
<td>3.17 (*)</td>
<td>124.73</td>
</tr>
<tr>
<td>Locomot_THR</td>
<td>I</td>
<td>1.50</td>
<td>1.61</td>
<td>2.20 (*)</td>
<td>47.11</td>
</tr>
<tr>
<td>Bodyorient_FG</td>
<td>I</td>
<td>2.82</td>
<td>2.82</td>
<td>3.98 (*)</td>
<td>45</td>
</tr>
</tbody>
</table>

11); facing goal, four steps between touches in the left midfield (FG,FOU,CL) (Messi, n = 8; Ronaldo, n = 10); left orientation of the body in the right midfield (OL,CR) (Messi, n = 8; Ronaldo, n = 8); facing goal in the right midfield (FG,CR) (Messi, n = 7; Ronaldo n = 10); facing goal, five steps in the right midfield (FG,FIV,CR) (Messi, n = 6, Ronaldo, n = 6); and facing goal, three steps in the right midfield (FG,THR,CR) (Messi, n = 7, Ronaldo, n = 10).

Other detectable aspects shown on the frequency chart are the fact that Messi used his left foot (LF) in 8 configurations and his right foot (RF) in 1 configuration. Ronaldo used his right foot (RF) in 8 configurations and his left foot (LF) did not appear in any configuration of codes. Messi used the left body orientation (OL) with respect to the rival goal line in 7 configurations of codes and the right body orientation (OR) did not appear in any configuration. Ronaldo used the right body orientation (OR) with respect to the rival goal in 7 configurations and the left body orientation (OL) appeared in 2 configurations.

Obtaining T-patterns allows us to show a broad view of the main sequences that the two players use in the process of goal-scoring. As any basic time unit can be used, the T-pattern technique selects the range of basic unit sizes that are relevant in any study. For this study, the categories that appeared in the T-patterns were: Body Part, Foot Contact Zone, Body Orientation, Action and Side. Figures 4, 5 show the most complete T-patterns detected for Messi and Ronaldo, respectively.

**Polar Coordinate Analysis**

Given the clear understanding of the associations between focal and conditional behaviors provided by Figure 2, we selected quadrant II (QII), which contains the conditional categories that activate the focal category, and quadrant I (QI), which contains the categories that have mutual activation with the focal category. The maps in Figures 6–13 show both quadrants with the length and angle of the vectors with a length of >1.96 (p < 0.05) for the behaviors that show statistically significant associations (activation).

Figures 6–13 show the results of polar coordinate analysis for Messi and Ronaldo concerning the categories in quadrant II (QII), which activate the focal category, and those in quadrant I (QI), which are mutually activated by the focal category. We include below each semicircle map the table of values statistically obtained. Firstly, we expose the categories that appear in the T-patterns corresponding to the following criteria: Body Part, Foot Contact Zone, Body Orientation, Locomotion and Side. Complementarily, we offer the polar coordinate analysis for the criteria Stability (turn direction) and Centre of the Game, which have also shown statistically significant activation between them.
The objective of this study was to perform an objective analysis of Lionel Messi's and Cristiano Ronaldo's use of motor skills prior to scoring a goal using the complementary methods of T-pattern analysis and polar coordinate analysis.

The structure of the Discussion Section is as follows. First, we comment on the polar coordinate analysis results following the order of criteria in the OSMOS-soccer player instrument. Second, we comment on the findings of the T-patterns analysis. Each section ends with clues about how experts can understand the findings in order to improve their professional work.

**Body Contact with the Ball**

Polar coordinate maps show great differences between the two players with regard to the use of the right foot. While there are no behaviors by Messi that activate the use of the right foot, Ronaldo's use of the right foot is promoted in situations of relative numerical superiority (NPR) and is mutually activated (QI) by the use of the left foot (LF) and the outside of the foot (OU).

Likewise, T-pattern analysis clearly shows the predominant use of the left foot by Messi and the right foot by Ronaldo. Despite the great differences between the two players in terms of the use of the right and left foot, the polar coordinate maps and frequency chart also show the players’ versatility and adaptability in using both feet with other behaviors when necessary. Carey et al. (2001) found that very few players used both feet with equal frequency, but on those rare occasions they showed similar performance with the preferred and non-preferred feet. We therefore advise experts that the successful use of both feet, notwithstanding with different frequency, thus evidencing versatility, is an indicator of

**DISCUSSION**

The use of the inside of the foot activates Ronaldo’s left foot use and this is mutually activated with numerical equality with pressure (PE) and, like Messi, the left body orientation with respect to the rival goal line.

The use of three steps between touches of the ball (THR) is activated (QII) by relative numerical superiority (NPR) and is mutually activated (QI) by the use of the left foot (LF) and the outside of the foot (OU).
expertise in soccer and as such could be included as a coaching task in order to develop symmetrical use of both feet during dynamic interaction with the ball.

**Foot Contact Zone**
For Messi, the use of the outside of the foot is activated by absolute numerical inferiority and activates the use of three steps between touches of the ball. The use of the outside of the foot by Ronaldo is activated by the use of the head, facing backward with respect to the rival goal line and pivoting over the right leg, and is mutually activated with the use of the external zone of the foot and the right foot, as well as the right orientation of the body with respect to the rival goal line (OR). This finding fits with the logic of soccer play: players usually use the exterior part of the foot to run with the ball faster.

**Body Orientation with Respect to the Goal Line**
As the main task of strikers is goal-scoring, it is not surprising that both players use the body orientation of facing the rival goal line in interaction with other behaviors. We emphasize that contexts with no pressure induce both players to face the goal—the context of numerical equality without pressure in Messi's case and relative numerical superiority in Ronaldo's case. This result shows that expert players have great anticipation capacities, corroborating the finding of Ericsson (2003) that experts seem to be better at catching early relevant indicators of the specific task. In our study, Messi and Ronaldo seem to create positional advantages in relation to the rival goal by using their attention abilities to better anticipate the outcomes of their actions and the actions of opponents (Afonso et al., 2012). So, in direct relation with the ball, they have already prepared conditions to have higher success in attacking situations.

Messi's goal-facing orientation is mutually activated mainly with remaining facing the goal line, with the use of the right leg and with the use of the right foot. As Messi is left-footed, the use of the right foot and leg while facing the rival goal line does not seem to us to be a paradox but rather an indication of his versatility in the use of contralateral inferior limbs, as the values of the polar coordinate analysis are very low. These findings are consistent with the findings of previous research (Castañer et al., 2016a).

**Locomotion**
Both polar coordinate analysis and T-pattern detection detected the locomotion behavior of taking three steps between touches of the ball. In both players, this behavior is activated by relative numerical superiority. Also, we found that Messi and Ronaldo use the outside part of the foot, a category that was activated in Ronaldo's map and mutually activated in Messi's map. These results could be interpreted to mean that in no-pressure conditions of play the exterior part of the foot is the part used most often in dribbling because with this ability the players create more speed conditions
Focal category: CD (dribbling the ball)
Dribbling the ball (CD) is activated (QII) by control of the ball (CT) and is mutually activated (QI) by continuing to dribble the ball (CD) and the use of feint of pass (PAF) and feint of change of direction (DIF).

Focal category: DIF (feint of change of direction)
The feint of change of direction (DIF) is activated (QII) by control of the ball (CT) and is mutually activated (QI) by dribbling the ball (CD).

Side
The right and left midfield are the categories of the Side criterion identified by polar coordinate analysis and T-pattern detection. T-patterns show clearly the difference between the two players in relation to the main uses of the midfield (the right midfield by Messi and the left midfield by Ronaldo). The presence of...
Messi in the right midfield is activated by the body orientation facing the rival goal line and is mutually activated by turning the body to the left and the use of the outside of the foot. The presence of Ronaldo in the left midfield is activated by numerical equality without pressure, the use of the outside of the foot, the use of the chest and facing the rival goal line. These results corroborate statistics presented by InStat Scout software about Messi’s and Ronaldo’s patterns of play with regard to where the players touch the ball throughout the matches: 84% of Messi’s touches occur in the right wing, 8% in the mid-offensive zone, and 8% in the central attacking zones; Ronaldo touches the ball mostly in the left wing (57%), followed closely by the central attacking zones (42%). These data show that Ronaldo tends to play in interior zones of the field more frequently than Messi.

**Technical Actions**

T-pattern detection and the frequency chart show more use of dribbling and feint of change of direction in Messi’s goal-scoring than in Ronaldo’s. Polar coordinate maps also show non-statistically significant activation between dribbling and other behaviors. Contrarily, Messi’s dribbling is activated by control of the ball and is mutually activated with continuing to dribble the ball, the use of feint of pass and the use of feint of change of direction. The T-pattern detection also reinforces this behavior (Figure 4): Messi touches the ball with the outside part of his left foot while facing the rival goal line. To do this, Messi tricks defenders by changing direction in the right midfield and then continuing to touch the ball with his left foot while facing the left orientation of the body with respect to the rival goal line; then, he continues dribbling the ball while remaining in the right midfield.

We therefore conclude that Messi tends to create a greater diversity of individual attacking situations, a result that corroborates the conclusion of Serrado (2015): that Messi is the world’s most unpredictable player. Morris (2014), studying Messi between 2010 and 2014, reported that he has 50% efficacy in dribbling and tries to perform feints on average 8 times per game. He also showed that Messi was the most successful player in assists and goals scored, having the best goals/assists ratio with 1.30 goals and 0.40 assists per game. In the same period of analysis, in passing situations Messi was the striker with the most passes performed (11,120), 84% of them successfully. Of these passes, 47% were completed to attacking zones, with 450 through balls, 30 of them permitting a goal (Morris, 2014).
The maps also show that feint of change of direction is more similar in the two players. This behavior is activated by the control of the ball and is mutually activated with dribbling. For Ronaldo, it is also mutually activated by the shot feint, which corroborates the notion that Ronaldo was the top shooter in the 2010–2014 period, with 1,018 shots performed (Morris, 2014).
Stability (Turn Direction)
The maps show for Messi that the right turn of the body is activated by the use of the left leg and being oriented backwards with respect to the rival goal line and is mutually activated with the right body orientation with respect to the rival goal line and relative numerical superiority. This finding reinforces again the contralateral actions of stasis and precision of the laterality uses of the limbs (Teixeira et al., 2011). For Messi and also for Ronaldo, the map shows that the right turn of the body is activated by facing backwards with respect to the rival goal line and is mutually activated with the left body orientation with respect to the rival goal line and numerical equality with pressure for Ronaldo and right body orientation for Messi. Along similar lines, Castañer et al. (2016a) reported that the right turn of the body showed that Messi’s goal-scoring was directly related to the use of the left leg because he remains steady over his right leg in order to turn the body, allowing the left leg to perform precise actions.

Centre of the Game
The most relevant aspect that can be seen in the behavior of numerical equality with no pressure is that in both players it is mutually activated by the continuation of numerical equality with no pressure. We conclude that expert players frequently create conditions, in time and space, to play in no-pressure conditions, in this case in goal-scoring situations. Anticipation is generally considered a hallmark of experts, so it should be considered on the basis of the specific tasks and contexts with knowledge of their advantages and disadvantages (Gold and Shadlen, 2007). Messi and Ronaldo, as the most expert goal scorers, seem to create better conditions to apply shooting technique.

Conclusions and Future Lines of Study
The objective of this study was to describe objectively the singular goal-scoring style of the world’s top soccer players, Cristiano Ronaldo and Lionel Messi. Observational methodology allows sports scientists to obtain objective data to complement subjective judgments of soccer players’ motor skill use. We used the OSMOS-soccer player observational system (Castañer et al., 2016a), applying six criteria related to the players’ motor skills and three criteria related to tactics and contextual aspects. This instrument is a good fit for our study because we consider that going deeply into the motor skills that players use could be of interest to soccer studies, which are traditionally more focused on the tactical and technical analysis of teams. The combination of two powerful observational techniques, namely T-pattern detection and polar coordinate analysis, allowed us to describe the “mosaic” of motor skills and contextual aspects that make up the singular style of play of Messi and Ronaldo, two of the best soccer players in the world in the early twenty-first century.

Our findings permit us to conclude that Messi and Ronaldo exhibit motor skills that allow them to create varied conditions for goal-scoring. The cumulative use of these abilities, over the course of matches and seasons, allows them to win the top awards in soccer. Here we detail our most important results:

- The creation of no-pressure conditions in goal-scoring shows that both players use attention abilities to better anticipate the outcomes of their motor actions and the actions of their opponents, resulting in higher success in attacking.
- The players exhibited symmetry in the use of both feet with success. However, in conditions of goal-scoring, i.e., with no pressure in the centre of the game, both players mostly used the foot with better laterality precision.
- Ronaldo and Messi mainly use the exterior part of the foot to dribble faster in order to create advantage in attacking zones and in one-on-one situations.
- The players exhibited great versatility in the use of a vast variety of motor skills and technical actions in goal-scoring contexts. Messi is considered an unpredictable player in his goal-scoring actions and Ronaldo an accurate shooter with more recurring patterns.

As for the practical implications of this study, in the Discussion Section we indicated the findings that could be of interest for coaches and for further related studies. Overall, coaches may use these findings for task manipulation related to skill acquisition and improvement of goal-scoring efficacy. Also, studies of this type could be useful for establishing defensive strategies against these specific players. Thus, it would be interesting for future research to consider others types of contexts or outcomes, for example World Cup competition and shots off target, respectively, to better discriminate between the motor ability patterns of successful and unsuccessful performances.
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Polar Coordinate Analysis of Relationships With Teammates, Areas of the Pitch, and Dynamic Play in Soccer: A Study of Xabi Alonso

Rubén Maneiro Dios* and Mario Amatria Jiménez
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Research in soccer has traditionally focused on very specific aspects of the game, such as technical and physiological aspects, and has largely ignored important issues such as tactical performance and the role of individual players within the team. The aim of this study was to study the different relationships that Xabi Alonso, one of the world’s best midfielders, establishes with his teammates during offensive play, and to investigate his connections with the pitch in terms of where his direct interventions started and finished, his use of technical actions, his involvement in set plays and interceptions, and his relationship with shots at goal. To do this, we analyzed all the matches played by the winner of the 2012 UEFA European Championship: Spain.

We employed an observational methodology design (Anguera, 1979) using a modified version of the ad hoc soccer observation instrument designed by Amatria et al. (2016). The resulting data were analyzed by polar coordinate analysis (Gorospe and Anguera, 2000), which is a powerful data reduction technique with high predictive power. The results showed significant associations ($Z > 1.96; p < 0.05$) between Alonso and players in different positions, a wide sphere of influence on the pitch, both for the start and end of interventions, and a strong link with game interruptions and interceptions and with the use of different technical actions. No significant associations were detected for type of shot. Studies on tactical performance that take account of the multiple factors involved in soccer will lead to better decision-making by coaches and facilitate analysis of a player’s true performance.

Keywords: performance analysis, observational methodology, soccer, polar coordinates, Xabi Alonso

INTRODUCTION

Research in soccer has traditionally focused on more mechanical aspects of the game, such as training, biomechanics, health and injury, and physiology. Tactical studies came later, with early studies typically analyzing isolated quantitative data that had little to offer to a game such as soccer, which is marked by constant change and a high degree of uncertainty (Svensson and Drust, 2005). The emergence of increasingly sophisticated data analysis software, however, combined with the development of rigorous methodological approaches, gave researchers the tools to prove or disprove numerous theories about soccer that had been hitherto lacking in scientific credibility.
One particularly prominent area of current research in the field of soccer is how players interact with each other on the pitch (Carling et al., 2008; Duch et al., 2010; Ric et al., 2017). The depth and sophistication of these interactions, which are directly linked to creativity and intra-team coordination (Furley and Memmert, 2015), confirm that soccer, together with its underlying structures, is a complex system (McGarry et al., 2002).

On the whole, complex data are easier to analyze when broken down into measurable units (Bakeman and y Quera, 1996). In the case of soccer, this "simplification" is the only way to validate associations and/or causal relationships that occur during play and to gain insights into behaviors and interactions from a certain distance. In this complex game, the whole is greater than the sum of its parts, hence the importance of understanding how different players interact and relate to each other. One of the main data analysis techniques for analyzing complex interactions in soccer is polar coordinate analysis applied to data gathered through systematic observation (Anguera and Hernández-Mendo, 2015; Castañer et al., 2016, 2017). Polar coordinate analysis can be used to measure the spontaneous behavior of players interacting in their natural environment from the perspective of a given behavior, known as a focal behavior.

Polar coordinate analysis has proven to be an effective tool for breaking down the complexity of the game (Lago and Anguera, 2002; Castellano and Hernández-Mendo, 2003; Perea et al., 2012; Robles et al., 2013), and its application to the study of two of the world's best strikers, Lionel Messi (Castañer et al., 2016) and Cristiano Ronaldo (Castañer et al., 2017), has enabled researchers to draw practical conclusions on what makes these players great and in turn to make recommendations for improving both offensive and defensive aspects of play.

Polar coordinate analysis, however, has not yet been tested in midfield players. The bulk of research on midfielders draws on subjective opinions based on both quantitative (Taylor et al., 2005) and qualitative (Wiemeyster, 2003; Thelwell et al., 2006) data analyzed out of context, i.e., with no consideration of other inputs, such as interactions with the ball or other players or the strategic use of space.

Relationships between players are typically visualized through a lens focused on their traditional role according to their position on the pitch. Midfielders are "permeable" to the flow of information from other players on their team; they are a central driving force, positioned at the crossroads between attack and defense. In a recent study on leadership roles in sport, Fransen and colleagues (2016) showed that players with central positions had a privileged position, which combined with their high tactical responsibilities, positioned them as team leaders. Soccer coach Jürgen Klopp, referring to a Champions League match in 2014, said the following about rival midfielder Xabi Alonso: “Our plan was to take Xabi out of the game. Because if Alonso can play as he wants it is impossible to defend against Madrid.”

There have been recent claims that midfielders are the most important members of a soccer team (Duch et al., 2010), particularly at the start and end of an attack (Clemente et al., 2015), due to the highly specific and versatile nature of their position (Kanekens et al., 2010). Additional requirements of midfielders include the combination of a sophisticated motor (Di Salvo et al., 2009; Carling et al., 2010) and technical skills (Bloomfield et al., 2007), even in situations when time is critical (Rampinini et al., 2007).

Considering the above, we believe that an in-depth analysis of one of the world's greatest midfield players, Xabi Alonso, in his natural environment through the study of interconnections between multiple, suitably coded, behaviors, is justified. The application of a robust methodological approach, combined with an in-depth, multidimensional analysis of rigorously coded data, will help to provide objective insights into how Alonso interacts with his environment and makes him unique. The specific aim was to analyze Alonso's spatial, technical, and tactical skills during the course of play together with his interactions with the other players on his team.

METHOD

Design

We undertook an systematic observation study (Anguera, 1979). Observational methodology is currently considered to be one of the most suitable methodologies for analyzing spontaneous interactions in sport (Castellano et al., 2012; Anguera and Hernández-Mendo, 2015).

The specific design employed was I/P/M, which stands for Idiographic, Point, and Multidimensional. It was idiographic (Anguera et al., 2011) because we studied a single player, point, because we applied intrasessional follow-up only (Sánchez-Algarra and Anguera, 2013), and multidimensional, because we analyzed behaviors from different dimensions in the observation unit. The observation of behavior was scientifically rigorous because the events observed were fully perceivable and the observers had a non-participatory role.

Participants

The observation sample was a convenience sample (Anguera et al., 2011) formed by a single player, Alonso, during his participation in the final phases of the 2012 UEFA European Championship (UEFA Euro 2012) as a member of the national Spanish team.

As such, the study can be considered a case study (Yin, 2014; Castañer et al., 2016). The behaviors were annotated by analyzing video footage of the matches broadcast on public television. The study thus complies with the ethical principles of the Declaration of Helsinki.

Observation Instrument

We created a modified version of the original ad hoc soccer observation instrument built by Amatria et al. (2016). The modifications included new subdivisions that reflected the length of the pitch (Figure 1) and more specific definitions of players, technical actions, types of shot, and interruptions (e.g., set plays; Figure 2).

The instrument is a combination of a field format and systems of categories (Anguera et al., 2007). It contains eight dimensions, each of which is broken down into a system of exhaustive, mutually exclusive categories.
between the behavior of interest, known as the focal behavior, and other behaviors, known as conditional behaviors.

The \( Z_{\text{sum}} \) statistic is calculated using the formula \( Z_{\text{sum}} = \sum Z \), where \( Z \) corresponds to each of the standardized adjusted residuals reflecting the relationship between the focal behavior and a conditional behavior at each of the lags considered, and \( n \) is the number of lags. The \( Z_{\text{sum}} \) statistic is calculated separately for each prospective and retrospective lag, thereby resulting in a prospective and retrospective value for each conditional behavior. The relationship between the focal behavior and each of the conditional behaviors is depicted by the length and angle of the corresponding vectors (Sackett, 1980).

The length of each vector is equivalent to the hypotenuse of a right-angled triangle in which the respective prospective and retrospective \( Z_{\text{sum}} \) values correspond to the lengths of the sides adjacent to the right angle, in other words, \( \text{Length} = \sqrt{(Z_{\text{sumP}})^2 + (Z_{\text{sumR}})^2} \). The angle is calculated via a trigonometric function, by which \( \phi = \arcsin \frac{Z_{\text{sumR}}}{\text{Length}} \).

The resulting value (\( \phi \)) is then transformed according to the quadrant in which the vector is located. The position of the vector is determined by the interplay between the positive and/or negative signs carried by the prospective and retrospective \( Z_{\text{sum}} \) values, which are respectively plotted along the X and Y axes.

The above calculations are performed in H0ISAN (López-López et al., 2015), which also produces the results in the form of easy-to-interpret vector maps. Vectors located in quadrant I show focal behaviors that activate and at the same time are inhibited by conditional behaviors; those located in quadrant II show focal behaviors that inhibit but are not inhibited by conditional behaviors; those located in quadrant III show focal behaviors that inhibit and at the same time are inhibited by conditional behaviors; and those located in quadrant IV show focal behaviors that activate but are not activated by conditional behaviors (Figure 3).

**RESULTS**

As mentioned in the Methods section, before performing the polar coordinate analysis, we first applied lag sequential analysis to investigate the statistical associations between the categories from the observation instrument.

We have grouped our results into six sections, each describing a different aspect of Alonso’s performance and interaction with his teammates and environment during UEFA Euro 2012:

a) Relationship between Alonso and other team members
b) Relationship between Alonso and intervention initiation zone
c) Relationship between Alonso and intervention conclusion zone
d) Relationship between Alonso and game situations (interruptions and interceptions)
e) Relationship between Alonso and technical action (ball contact)
f) Relationship between Alonso and type of shot he takes
Alonso (code J14) was established as the focal behavior for all the above analyses.

**Relationship Between Alonso and Other Players**

For this analysis, we investigated the relationship between Alonso/J14, defined as the focal behavior or category, and the other players on the Spanish national team—J0 (unidentified player), J1 (Iker Casillas), J2 (Raúl Albiol), J3 (Gerard Piqué), J4 (Javi Martínez), J5 (Juanfran), J6 (Iniesta), J7 (Pedro), J8 (Xavi Hernández), J9 (Fernando Torres), J10 (Cesc Fàbregas), J11 (Álvaro Negredo), J12 (Víctor Valdés), J13 (Juan Mata), J15 (Sergio Ramos), J16 (Busquets), J17 (Arbeloa), J18 (Jordi Alba), J19 (Fernando Llorente), J20 (Cazorla), J21 (David Silva), J22 (Jesús Navas), and J23 (Reina)—and rival players (JR), defined as the conditional behaviors or categories. The
aim was to investigate how Alonso interacted with teammates and rivals during the matches analyzed in UEFA Euro 2012.

The results (Table 1 and Figure 4) show that both J11 (Álvaro Negredo), with a radius of 3.44 and an angle of 25.07°, and J16 (Sergio Busquets), with a radius of 2.02 and an angle of 42.13°, were located in quadrant I, where the focal behavior activates the conditional behavior both prospectively and retrospectively (mutual activation).

J1 (Iker Casillas), with a radius of 3.05 and an angle of 108.89°, J3 (Gerard Piqué), with a radius of 2.61 and an angle of 126.06°, and J15 (Sergio Ramos), with a radius of 2.59 and an angle of 165.7°, were positioned in quadrant II, where the focal behavior inhibits but is not inhibited by the conditional behavior.

Quadrant III contains the conditional categories J4 (Javi Martínez), J9 (Fernando Torres), J20 (Cazorla), and JR (rival player), with respective radii of 5.17, 3.05, 4.38, and 2.72, and respective angles of 223.84, 250.63, 230.14, and 198.41°. In this quadrant the focal and conditional behaviors are mutually inhibited.

Finally, J6 (Iniesta), with a radius of 2.25 and an angle of 351.53°, and J10 (Cesc Fàbregas), with a radius of 2.64 and an angle of 302.96°, were located in quadrant IV, where the focal behavior activates but is not activated by conditional behaviors -ZI71 and ZI10-.

### Relationship Between Alonso and Intervention Initiation Zone

In this analysis, we investigated the relationship between Alonso (J14) and the different areas of the pitch in which an intervention involving this player was launched (ZI10, ZI20, ZI30, ZI40, ZI50, ZI60, ZI70, ZI80, ZI51, ZI61, ZI71, ZI81, ZI90, ZI100, ZI110, ZI120, and ZI130). The aim was to identify Alonso’s use of space during the course of play.

The results (Table 2 and Figure 5) show that both ZI51, with a radius of 2.49 and an angle of 55.17°, and ZI71, with a radius of 2.07 and an angle of 44.74°, were located in quadrant I (mutual activation between focal and conditional behaviors).
TABLE 2 | Polar coordinate analysis results for the relationship between the focal category Alonso (J14) and intervention initiation zones.

<table>
<thead>
<tr>
<th>Category</th>
<th>Quadrant</th>
<th>Prospective perspective</th>
<th>Retrospective perspective</th>
<th>Radius</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZI10</td>
<td>II</td>
<td>−2.06</td>
<td>2.41</td>
<td>3.18</td>
<td>130.49</td>
</tr>
<tr>
<td>ZI20</td>
<td>II</td>
<td>−1.37</td>
<td>1.74</td>
<td>2.21</td>
<td>128.35</td>
</tr>
<tr>
<td>ZI30</td>
<td>II</td>
<td>−1.33</td>
<td>0.04</td>
<td>1.83</td>
<td>178.6</td>
</tr>
<tr>
<td>ZI40</td>
<td>III</td>
<td>−2.99</td>
<td>−0.9</td>
<td>3.12</td>
<td>196.75</td>
</tr>
<tr>
<td>ZI50</td>
<td>I</td>
<td>0.34</td>
<td>0.46</td>
<td>0.57</td>
<td>53.67</td>
</tr>
<tr>
<td>ZI60</td>
<td>IV</td>
<td>0.28</td>
<td>−0.65</td>
<td>0.71</td>
<td>293.34</td>
</tr>
<tr>
<td>ZI70</td>
<td>I</td>
<td>1.45</td>
<td>0.21</td>
<td>1.47</td>
<td>8.23</td>
</tr>
<tr>
<td>ZI80</td>
<td>III</td>
<td>−3.11</td>
<td>−0.85</td>
<td>3.22</td>
<td>196.29</td>
</tr>
<tr>
<td>ZI90</td>
<td>III</td>
<td>−1.5</td>
<td>−1.26</td>
<td>1.96</td>
<td>220.09</td>
</tr>
<tr>
<td>ZI100</td>
<td>III</td>
<td>−1.76</td>
<td>−1.1</td>
<td>2.07</td>
<td>211.94</td>
</tr>
<tr>
<td>ZI110</td>
<td>IV</td>
<td>0.08</td>
<td>−0.8</td>
<td>0.81</td>
<td>275.71</td>
</tr>
<tr>
<td>ZI120</td>
<td>III</td>
<td>−3.58</td>
<td>−3.2</td>
<td>4.8</td>
<td>221.83</td>
</tr>
<tr>
<td>ZI130</td>
<td>II</td>
<td>−0.64</td>
<td>1.04</td>
<td>1.22</td>
<td>121.72</td>
</tr>
</tbody>
</table>

*P < 0.05.

Quadrant II, which shows conditional behaviors that are inhibited by but do not inhibit the focal behavior, contains the two zones located to the left of the Spanish team’s goal: ZI10, with a radius of 3.18 and an angle of 130.49°, and ZI20, with a radius of 2.21 and an angle of 128.35°.

Quadrant III (mutual inhibition quadrant) contained categories ZI40, with a radius of 3.12 and an angle of 196.5°; ZI80, with a radius of 3.22 and an angle of 195.29°; ZI90, with a radius of 1.96 and an angle of 220.09°; ZI100, with a radius of 2.07 and an angle of 211.94°; and ZI120, with a radius of 4.8 and an angle of 221.83°.

Finally, ZI61, with a radius of 5.21 and an angle of 353.5°, was located in quadrant IV, where the focal category activates but is not activated by the conditional behavior.

Relationship Between Alonso and Initiation Conclusion Zones

In this analysis, we studied the relationship between Alonso (J14) and the different areas of the pitch in which interventions in which he was involved ended (ZF10, ZF20, ZF30, ZF40, ZF50, ZF60, ZF70, ZF80, ZF51, ZF61, ZF71, ZF81, ZF90, ZF100, ZF110, ZF120, and ZF130). The aim was to analyze how Alonso interacted with these zones when the Spanish team was attacking.

The results (Table 3 and Figure 6) show that quadrant I (mutual activation) contained categories ZF61, with a radius of 4.05 and an angle of 25.63°; ZF50, with a radius of 2.07 and an angle of 89.01°; ZF60, with a radius of 2.47 and an angle of 77.22°; and ZF70, with a radius of 1.98 and an angle of 56.17°.

Quadrant II, in turn, which shows conditional behaviors that are inhibited by but do not inhibit the focal behavior, contained ZF10 (safety sector in team’s own half), with a radius of 2.17 and an angle 146.51°.

Quadrant III (mutual inhibition quadrant) contained ZF30, with a radius of 2.06 and an angle of 200.56°; ZF40, with a radius of 2.91 and an angle of 207.35°; ZF80, with a radius of 3.29 and an angle of 216.5°; ZF100, with a radius of 2.85 and an angle of 243.11°; and ZF120, with a radius of 4.53 and an angle of 241.31°.

Finally, quadrant IV, which shows conditional behaviors that are activated by but do not activate the focal behavior, contained ZF81, with a radius of 2.54 and an angle of 283.62, and ZF90, with a radius of 3.42 and an angle of 275.18°.

Relationship Between Alonso and Game Interruptions and Interceptions

For this analysis, we analyzed the relationship between Alonso (J14) and different aspects related to game interruptions and interceptions—GTO (goal by team being observed), GATO (goal against team being observed), FKTO (free kick for team being observed), OTO (offside for team being observed), TITO (throw-in for team being observed), CKATO (corner kick against team being observed), GKATO (goal kick for team being observed), FKTO (free kick against team being observed), CKTO (corner kick or team being observed), OTO (offside against team being observed), FTO (free kick against team being observed), OIC (occasional interception with continuation of play)—The aim was to investigate Alonso’s involvement in these situations.

The results (Table 4 and Figure 7) show that GKTO (goal kick for team being observed), with a radius of 2.07 and an angle of
**TABLE 3 |** Polar coordinate analysis results for the relationship between the focal category Alonso (J14) and intervention conclusion zones.

<table>
<thead>
<tr>
<th>Category</th>
<th>Quadrant</th>
<th>Prospective perspective</th>
<th>Retrospective perspective</th>
<th>Radius</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZF10</td>
<td>II</td>
<td>−1.81</td>
<td>1.2</td>
<td>2.17*</td>
<td>146.51</td>
</tr>
<tr>
<td>ZF20</td>
<td>II</td>
<td>−1.38</td>
<td>0.52</td>
<td>1.48</td>
<td>159.26</td>
</tr>
<tr>
<td>ZF30</td>
<td>III</td>
<td>−1.93</td>
<td>−0.72</td>
<td>2.06*</td>
<td>200.56</td>
</tr>
<tr>
<td>ZF40</td>
<td>III</td>
<td>−2.58</td>
<td>−1.34</td>
<td>2.91*</td>
<td>207.35</td>
</tr>
<tr>
<td>ZF50</td>
<td>I</td>
<td>0.04</td>
<td>2.07</td>
<td>2.07*</td>
<td>89.01</td>
</tr>
<tr>
<td>ZF60</td>
<td>I</td>
<td>0.55</td>
<td>2.41</td>
<td>2.47*</td>
<td>77.22</td>
</tr>
<tr>
<td>ZF70</td>
<td>I</td>
<td>1.1</td>
<td>1.64</td>
<td>1.98*</td>
<td>56.17</td>
</tr>
<tr>
<td>ZF80</td>
<td>III</td>
<td>−2.65</td>
<td>−1.96</td>
<td>3.29*</td>
<td>216.5</td>
</tr>
<tr>
<td>ZF90</td>
<td>I</td>
<td>1.03</td>
<td>1.57</td>
<td>1.88</td>
<td>56.76</td>
</tr>
<tr>
<td>ZF100</td>
<td>I</td>
<td>3.65</td>
<td>1.75</td>
<td>4.05*</td>
<td>25.63</td>
</tr>
<tr>
<td>ZF71</td>
<td>I</td>
<td>0.88</td>
<td>1.74</td>
<td>1.95</td>
<td>63.14</td>
</tr>
<tr>
<td>ZF81</td>
<td>IV</td>
<td>0.6</td>
<td>−2.47</td>
<td>2.54*</td>
<td>283.82</td>
</tr>
<tr>
<td>ZF90</td>
<td>IV</td>
<td>0.31</td>
<td>−3.4</td>
<td>3.42*</td>
<td>275.18</td>
</tr>
<tr>
<td>ZF100</td>
<td>III</td>
<td>−1.29</td>
<td>−2.54</td>
<td>2.85*</td>
<td>243.11</td>
</tr>
<tr>
<td>ZF110</td>
<td>IV</td>
<td>0.35</td>
<td>−1.75</td>
<td>1.78</td>
<td>281.28</td>
</tr>
<tr>
<td>ZF120</td>
<td>II</td>
<td>−2.17</td>
<td>−3.97</td>
<td>4.53*</td>
<td>241.31</td>
</tr>
<tr>
<td>ZF130</td>
<td>III</td>
<td>−0.96</td>
<td>0.7</td>
<td>1.19</td>
<td>144.04</td>
</tr>
</tbody>
</table>

* p < 0.05.

**FIGURE 6 |** Vector map showing relationships between focal category (Alonso/J14) and intervention conclusion zones.

75.48°; GKATO (goal kick against team being observed), with a radius of 2.44 and an angle of 13.37°; and EFH (end of first half), with a radius of 2.5 and an angle of 7.93°, were all located in the mutual activation quadrant I.

Quadrant II, in which conditional behaviors are inhibited by but do not inhibit the focal behavior, contained FKTO (free kick for team being observed), with a radius of 3.38 and an angle of 109.87°.

Quadrant III, where the focal and conditional behaviors mutually inhibit each other, contained TITO (throw-in for team being observed) with a radius of 3.99 and an angle of 232.55°; CKTO (corner kick for team being observed) with a radius of

**TABLE 4 |** Polar coordinate analysis results for the relationship between focal category Alonso (J14) and game situations (interruptions and interceptions).

<table>
<thead>
<tr>
<th>Category</th>
<th>Quadrant</th>
<th>Prospective perspective</th>
<th>Retrospective perspective</th>
<th>Radius</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTO</td>
<td>II</td>
<td>−0.36</td>
<td>0.51</td>
<td>0.62</td>
<td>125.3</td>
</tr>
<tr>
<td>FKTO</td>
<td>II</td>
<td>−1.15</td>
<td>3.18</td>
<td>3.38*</td>
<td>109.87</td>
</tr>
<tr>
<td>OTO</td>
<td>I</td>
<td>0.5</td>
<td>0.54</td>
<td>0.74</td>
<td>47.21</td>
</tr>
<tr>
<td>TITO</td>
<td>III</td>
<td>−2.43</td>
<td>−3.17</td>
<td>3.99*</td>
<td>232.55</td>
</tr>
<tr>
<td>GKTO</td>
<td>III</td>
<td>−3.64</td>
<td>−0.28</td>
<td>3.65*</td>
<td>184.43</td>
</tr>
<tr>
<td>FKATO</td>
<td>II</td>
<td>0.52</td>
<td>2</td>
<td>2.07*</td>
<td>75.48</td>
</tr>
<tr>
<td>OATOK</td>
<td>II</td>
<td>−0.14</td>
<td>0.64</td>
<td>0.66</td>
<td>102.61</td>
</tr>
<tr>
<td>OATO</td>
<td>II</td>
<td>−1.83</td>
<td>0.13</td>
<td>1.83</td>
<td>175.8</td>
</tr>
<tr>
<td>TIAO</td>
<td>II</td>
<td>−1.2</td>
<td>1.37</td>
<td>1.82</td>
<td>131.12</td>
</tr>
<tr>
<td>GKO</td>
<td>I</td>
<td>2.37</td>
<td>0.56</td>
<td>2.44*</td>
<td>13.37</td>
</tr>
<tr>
<td>NC</td>
<td>I</td>
<td>−0.19</td>
<td>−1.07</td>
<td>1.09</td>
<td>259.84</td>
</tr>
<tr>
<td>NC</td>
<td>I</td>
<td>1.22</td>
<td>0.5</td>
<td>1.32</td>
<td>22.13</td>
</tr>
<tr>
<td>EFH</td>
<td>I</td>
<td>2.47</td>
<td>0.34</td>
<td>2.5*</td>
<td>7.93</td>
</tr>
<tr>
<td>EM</td>
<td>II</td>
<td>−0.52</td>
<td>0.62</td>
<td>0.81</td>
<td>130.29</td>
</tr>
<tr>
<td>LB</td>
<td>IV</td>
<td>3.79</td>
<td>−0.32</td>
<td>3.81*</td>
<td>355.21</td>
</tr>
<tr>
<td>RB</td>
<td>I</td>
<td>1.12</td>
<td>0.47</td>
<td>1.22</td>
<td>22.51</td>
</tr>
<tr>
<td>OIC</td>
<td>III</td>
<td>−1.6</td>
<td>−1.95</td>
<td>2.52*</td>
<td>230.62</td>
</tr>
</tbody>
</table>

* p < 0.05.

**FIGURE 7 |** Vector map showing the relationships between the focal category (Alonso/J14) and game situations (interruptions and interceptions).
and an angle of 355.21°, was located in quadrant IV, where focal behaviors activate but are not activated by conditional behaviors.

**Relationship Between Alonso and Technical Actions (Ball Contact)**

For this analysis, we studied the relationship between Alonso and the different categories in the ball contact dimension C1 (single contact with ball and regulatory throw-in/kick-in), C12 (attempt to control the ball with 2 or more touches resulting in loss of ball), C2 (control of ball, including catching of ball by goalkeeper, followed by a shot—regardless of whether the ball reaches a team member or is recovered by an opponent), C23 (control of ball, followed by dribbling and loss of ball), C3 (control of ball, followed by dribbling and shoot—regardless of whether the ball reaches a team member or is recovered by an opponent), C4 (control of ball, passing of one or more opponents, and shot—regardless of whether the ball reaches a team member or is recovered by an opponent), and C5 (header). The aim was to investigate Alonso’s technical skills.

Quadrant II, where the focal behavior inhibits the presence of the conditional behavior prospectively and activates it retrospectively, contained the category C5 (header), with a radius of 3.06 and an angle of 170.58° (Table 5 and Figure 8).

The mutual inhibition quadrant, quadrant III, contained the conditional behavior C1 (single contact with ball and regulatory throw-in), with a radius of 2.29 and an angle of 192.65°.

**Relationship Between Alonso and Type of Shot**

For this analysis, we studied the relationship between Alonso and the different categories in the type of shot dimension (SG, SI, SBP, SWP, SSG, HEG, HIG, HBP, HWP, and HBG). The aim was to identify significant associations between Alonso and the type of shots he takes.

As shown in Table 6, the results were not significant.

**DISCUSSION**

Polar coordinate analysis has been shown on multiple occasions to be an ideal technique for dissecting the complexity underlying the relationships between different players of a team. It is a powerful data reduction technique that produces a manageable set of vectorial parameters that are graphically represented in a vector map that shows both activating and inhibitory relationships between variables of interest (Gorospe and Anguera, 2000). Specifically, the map shows how a given category, the focal behavior, is connected to all other categories within a category system. In this vector map, the angle of the
Most studies of performance in soccer to date have focused on the performance of the team as a whole, with little attention given to individual performance or interactions between team members. The most notable studies to date of individual performance are two studies by Castañer et al. (2016, 2017) that used polar coordinate analysis to study and compare Messi and Ronaldo’s use of motor skills in relation to goal scoring. Methodologically rigorous studies of the tactics used by midfielders are also lacking. As pointed out by Sampaio and Maças (2012), Memmert (2010), Memmert et al. (2017) and Castañer et al. (2016, 2017), in order to understand the performance of a team as a whole, it is first necessary to understand how the different members of the team interact with each other.

Alonso and His Team Mates

Our analysis revealed mutual activation between Alonso (J14) and both Negredo (J11) and Busquets (J16), showing that Alonso’s interactions with his teammates extend beyond the midfield area into both the attacking and shooting areas of the pitch. This finding supports the observation by Kannekens et al. (2010) that midfielders must act as the link between a team’s attackers and defenders.

We also observed an interesting retrospective activation of categories J3 (Piqué) and J15 (Ramos), two defenders with outstanding tactical and technical prowess who have an important role in the building of attacks. This finding suggests that Alonso establishes “microsocieties” in the early stages of attack by first interacting with Piqué and Ramos in a small area and then with players at the first line of attack, as shown by the prospective activation of J10 (Cesc Fàbregas) and J6 (Iniesta) in quadrant IV. These interactions reveal mastery of two skills that are of tactical significance in midfield play. The first is high proficiency in mesostructural aspects of the game, such as the ability to maintain possession of the ball in small spaces (Rampinini et al., 2007), while the second is mastery of the 360° turn (Bloomfield et al., 2007), which is a highly valued skill in a midfield player, as it enhances peripheral vision and spatial intelligence (Gardner, 2016) and allows players to adapt to the constant changes around them. To master these two skills, the player must not only excel in the technical skills required of a midfielder (Taylor et al., 2005) but also demonstrate creative and attacking qualities, such as versatility, good on-the-ball movement, and tactical positioning.

Coaches should take these factors into account in order to design effective defensive tactics. Applying pressure to Alonso and likely receivers of a pass from him when the team is in possession of the ball, for example, could help to increase the effectiveness of the defense. In addition, these pressure maneuvers could cause the observed player to move into residual spaces of the playing field away from their usual range of action, where their role within the team could move to a less important role.

Alonso and His Interaction With Different Areas of the Pitch

As shown in the vector map in Figure 5, we detected mutual activation between Alonso and zones ZI51 and ZI71, which are two areas of creative play. Activation of these zones in quadrant I is interesting, as Alonso is largely considered to be a defensive or holding midfielder, and it further supports the idea that Alonso’s role extends beyond what is traditionally expected of a defensive midfielder (Wiemeyer, 2003). The above interactions, combined with Alonso’s use of space, suggest that Alonso represents a new style of midfielder, one who masters multiple aspects of offensive and defensive play.

The relationship between Alonso and areas of the pitch where attacks are launched, zones ZI10 and ZI20, was relatively unremarkable, with respective vector radius lengths of 3.18 and 2.21. These vectors were located in quadrant II, where the focal behavior activates the presence of the conditional behavior retrospectively but not prospectively. This observation is directly related to the early launch of an attack in the defensive areas of the pitch. When the backline defenders gain possession of the ball, Alonso activates his movements at the next line of play (the midfield area) in the hope of receiving the ball and moving it up to the next line of attack. Alonso’s position at the tip of the triangle formed by these areas and their respective occupants does not appear to be arbitrary. Recent studies claim that these geometric patterns are consistent with Voronoi diagrams, which are diagrams based on mathematical spatial partitioning algorithms that have been recently applied to the study of soccer (Sumpter, 2016).

On analyzing the areas of the pitch where interventions involving Alonso ended, we observed that the mutual activation between Alonso and zones ZF50, ZF60, and ZF70 in quadrant I is consistent with the findings of James et al. (2002), who stated that the safety pass was one of the most frequently used technical actions by defensive midfielders. Soccer thus is not just about ball control but also about creativity and the strategic use of space, as indicated by the retrospective activation of ZF81 in quadrant IV. In view of the above findings, it is conceivable that the microsociety formed by Ramos (J15), Piqué (J3), and Alonso (J14) is designed to create space in distant areas of the pitch by drawing defenders to the passing triangle formed by these three players. The tactic is clear: the team distracts the defenders through on-the-ball interactions and then delivers the ball to the opposite side of the pitch (ZF81) to continue the attack. Essentially, this tactical play involves changes of direction, which were described in Garganta’s (1997) study of offensive tactics in elite soccer some 20 years ago. Distraction and dummy moves are two important tactics employed by Alonso.

At a practical level, coaches looking to defend against such tactics should focus on studying their rivals’ use of space. Placing more defenders in strategic areas, including those located some distance from the ball, will improve a team’s chances of a successful defense.
Alonso’s Role in Game Situations (Interruptions and Interceptions)
Versatility in set-play situations is one of Alonso’s greatest attributes, as indicated by the mutual activation observed between Alonso and GKTO (goal kick for Spanish team) and GKT (corner kick against Spanish team) in quadrant I. Alonso excels in aerial play and is a particular good header. This attribute is particularly interesting for the Spanish team, which had the shortest average squad at UEFA Euro 2012. The most interesting observation related to the association between Alonso and set-play situations was the retrospective inhibitory relationship in quadrant II, which showed that Alonso tended to be the first player to receive the ball after an interruption of play. We believe that this finding is interesting for two reasons. First, Alonso would appear to be the player of choice to receive the ball following a set play and second, it supports claims by Fransen et al. (2016) that players in central positions are the most prominent players in the building of an attack due to their ability to coordinate the flow of information between the different members of the team. In this case, Alonso would appear to be responsible for triggering the flow of information that then diffuses through the other members of the team.

At a practical level, placing more defenders on Alonso could limit his freedom to move and the time he has to take decisions. Another possible action would be a possible individual marking on the player.

Alonso and Technical Actions
Based on the data from quadrant III, where focal and conditional behaviors are mutually inhibitory, we cannot draw any conclusions on the relationship between Alonso and technical actions during UEFA Euro 2012. Our findings in general, however, illustrate that Alonso draws on a wide repertoire of technical resources that are not typically associated with midfield players (Wiemeyer, 2003; Taylor et al., 2005; Thelwell et al., 2006), and is closely involved in set plays, such as free kicks and corner kicks. Alonso is a multidisciplinary and highly skilled player. The decision on which technical action to execute needs to be taken fast, but this speed of decision needs to be accompanied by accurate execution, which in turn requires precision of both motor and cognitive skills. It is this fine balance that makes a great midfielder. We agree with Kannekens et al. (2009) that soccer training models require a paradigm shift and need to center on tactical aspects of the game. Broadly speaking, we suggest the incorporation of training drills focused on teaching players to take fast, innovative decisions in pressure situations in order to adapt to the changing circumstances of the game.

Increasing players’ understanding of technical and tactical concepts will help defenders adapt to the new style of midfielder represented by Xabi Alonso. Tactics such as pressure, dissuasion, and timing are likely to be more effective than the traditional tackle.

Alonso and Shots
Although Alonso scored two goals at UEFA Euro 2012, our analysis did not detect any significant results for the relationship between Alonso and type of shot. Nonetheless, we can draw on the data compiled to characterize this relationship. When the Spanish team is in possession of the ball, Alonso establishes polyvalent relationships with players in different positions, attaining thus a wide sphere of influence. In this respect, his role differs considerably from that of a classic midfielder, although he retains his defensive function. In addition, he combines rapid decision-making with high precision, as would be expected of a midfielder with a wide repertoire of skills. Finally, Alonso is the player of choice to receive the ball during set plays.

CONCLUSIONS AND FUTURE WORK
We have analyzed the different relationships that Alonso establishes with his teammates on the Spanish national soccer team and studied his use of space and technical-tactical skills during the course of play. In addition, we have made some practical recommendations based on our findings that could be of interest to coaches at different levels. Our study also highlights the potential of observational methodology (in particular polar coordinate analysis) as a means of studying the spontaneous behavior of players in their natural setting. Future studies should continue to analyze the qualities of Alonso and other players to further uncover on the complex structures underlying interactions between different members of a team. The findings will undoubtedly result in a greater understanding of soccer as a whole.
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Decision-Making by Handball Referees: Design of an ad hoc Observation Instrument and Polar Coordinate Analysis
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Referees are essential for sports such as handball. However, there are few tools available to analyze the activity of handball referees. The aim of this study was to design an instrument for observing the behavior of referees in handball competitions and to analyze the resulting data by polar coordinate analysis. The instrument contained 6 criteria and 18 categories and can be used to monitor and describe the actions of handball referees according to their role/position on the playing court. For the data quality control analysis, we calculated Pearson’s (0.99), Spearman’s (0.99), and Tau Kendall’s (1.00) correlation coefficients and Cohen’s kappa (entre 0.72 y 0.75) and Phi (entre 0.83 y 0.87) coefficients. In the generalizability analysis, the absolute and relative generalizability coefficients were 0.99 in both cases. Polar coordinate analysis of referee decisions showed that correct calls were more common for central court and 7-meter throw calls. Likewise, calls were more likely to be incorrect (in terms of both errors of omission and commission) when taken from the goal-line position.

Keywords: refereeing, handball, polar coordinates, decision-making, systematic observation

INTRODUCTION

Referees have a key role in elite sports competitions (Cruz, 1997; Dohmen and Sauermann, 2015). Officiating a match between two teams is a difficult task that is further complicated by the need to take decisions on a range of events that occur within a short space of time (Plessner, 2005; Mascarenhas and Smith, 2011). The decisions taken by referees can influence the unfolding of events during a match and even decide the outcome (Philippe et al., 2009). It is therefore important to analyze and improve referee performance in these contexts.

Good referees share certain qualities. They must be very knowledgeable about the rules of the game, have a good level of physical fitness, position themselves correctly on the court or pitch, have good visual and auditory acuity, and be highly motivated and capable of taking on-the-spot decisions and controlling their emotions (Weinberg and Richardson, 1990; Mascarenhas and Smith, 2011). The decisions taken by referees can influence the unfolding of events during a match and even decide the outcome (Philippe et al., 2009). It is therefore important to analyze and improve referee performance in these contexts.

Referees in team handball is a complex task, as handball is a fast, physical game involving continuous contact and offensive and defensive actions (Souchon et al., 2009). To meet the...
demands of officiating a match and withstand the pressure generated by players, crowds, and critical moments, referees need to be sufficiently prepared, both psychologically and technically (Gimeno et al., 1998; Debanne, 2014). Insufficient preparation can lead to attention and concentration difficulties, doubts regarding decisions, increased anxiety levels, and a greater risk of making mistakes (Estrada and Pérez, 2008; Debanne, 2014).

Decision-making by handball players has received considerable attention in recent years, and numerous tools have been created to analyze what occurs in game situations (Luckwù and Guzmán, 2011; Martín et al., 2013; Loffing et al., 2015; Weigel et al., 2015; Helm et al., 2016). Tools have also emerged to analyze the activity of coaches, who have an important influence on match tactics and outcomes (Debane and Fontayne, 2009; Debanne, 2014). There is, however, a need for reliable, accurate tools for analyzing the performance of handball referees, as very few have been developed (Souchon et al., 2009).

Research in this area has sought to identify different elements that can help to interpret decision-making in sport (Araujo et al., 2016). Systematic observation, for instance, offers a range of techniques for analyzing behavior in natural settings (González et al., 2013; Lapresa et al., 2013; Anguera and Hernández-Mendo, 2014; Sousa et al., 2014). Numerous studies have shown that observational methodology is an adequate methodology for analyzing behavior in sport (Anguera and Hernández-Mendo, 2013). It is (a) non-intrusive, (b) has a high level of ecological validity (i.e., it analyzes natural behaviors in natural settings), and (c) offers high analytical specificity through the construction of ad hoc observation instruments designed specifically for analyzing specific game situations in the environment in which they occur (Araujo, 2011, 2013; Pinder et al., 2011).

One technique that has shown great potential in this area in recent years is polar coordinate analysis (Sackett, 1980). It is among the most informative techniques (Araujo et al., 2016) and is particularly powerful when the concept of genuine retrospectivity is applied (Anguera, 1997). Recent years have seen a rapid uptake of polar coordinate analysis in the field of Sports Sciences, where it has been used to analyze a range of sports, including soccer, tennis, and handball (Castellano et al., 2007; Perea et al., 2012; Morillo and Hernández-Mendo, 2015; Morillo et al., 2015; Castañer et al., 2016; López et al., 2016; Santoyo et al., 2017; Tarragó et al., 2017).

To analyze decisions taken in sport, it is necessary to analyze the different actions that occur during a game (Pinder et al., 2011). Polar coordinate analysis is a suitable technique for identifying and helping to understand these actions. Prudente et al. (2017), for example, used this technique to show how playing time influenced tactical decisions made by handball players. Polar coordinate analysis has also been used in beach volleyball to identify erroneous behaviors in relation to passes and receptions (Morillo et al., 2015). Finally, the technique has been successfully applied to analyzing tactical decisions taken in track events.

Polar coordinate analysis is a powerful technique that reduces the volume of data to be processed without losing important information. It is used to identify significant relationships between a behavior of interest, known as the focal behavior, and other behaviors, known as conditional behaviors, and presents these in an easy-to-interpret vector format (Hernández-Mendo and Anguera, 1998; Anguera and Losada, 1999; Gorospe and Anguera, 2000). The technique involves using adjusted residuals derived from sequential analysis (z scores) to calculate Z sum statistics (\( Z_{sum} = \sum z_i \sqrt{n} \)) (Cochran, 1954). This computation is possible, as both the frequency of the focal behavior (n) and the Z scores for each of the lags considered are known. These Z scores are independent of each other, as they are computed using the binomial test, which compares observed probabilities (corresponding to textual units derived from observation of the teachers’ discourse) with expected probabilities (chance occurrences). The relationship between the focal behavior and the conditional behaviors is estimated using the angle of the resulting vector, while the strength is estimated using the vector radius (Anguera et al., 1997; Castellano and Hernández-Mendo, 2003). A crucial component of polar coordinate analysis is that its powerful data reduction feature permits the consideration of both retrospective and prospective perspectives. In other words, it shows what happens before and after the behavior of interest.

Given the scarcity of tools available for analyzing the activity of handball referees, the main aim of this study was to design a tool that could be used to objectively analyze referee behavior and performance in competition situations. A second aim was to test the tool using data from three matches at the 2013 World Men’s Handball Championship held in Spain.

**MATERIALS AND METHODS**

As we used an observation instrument that combined field formats with category systems, the observational design was multidimensional (Morillo et al., 2015; Prudente et al., 2017). The specific design was follow-up/idiographic/multidimensional, which fits into quadrant I of the systematic observation designs described by Anguera et al. (2011).

**Participants**

A group of six observers, all male referees who officiated regional handball matches in Andalusia, Spain, participated in the data quality control phase. They were aged between 22 and 26 years (mean = 23.50; SD = 1.26) and had between 5 and 8 years’ refereeing experience. For this analysis, the observers studied the semi-final between Spain and Slovenia at the 2013 World Men’s Handball Championship.

The polar coordinate analysis was performed using data coded by a single observer from three final-stage matches in the same championship: the semi-final between Spain and Slovenia, the semi-final between Denmark and Croatia, and the third place game between Slovenia and Croatia.

The ethical requirements of observational methodology were applied to the current study and performed in accordance with the ethical standards laid down in the Declaration of Helsinki.
Instruments

The observation instrument used to analyze and code the referees’ actions in the matches analyzed was designed within the framework of observational methodology (Anguera, 1990, 1991; Anguera and Hernández-Mendo, 2014). Given the scarcity of existing theoretical constructs and the multidimensional nature of handball, the coding system (observation instrument) was built using an empirical-inductive approach (Castellano et al., 2000; Morillo et al., 2015).

The instrument comprised a combination of a field format system for each criterion (Anguera, 1979; Anguera and Hernández-Mendo, 2013) and a system of exhaustive, mutually exclusive categories. The final instrument contained 6 criteria and 18 categories (Table 1).

For the polar coordinate analysis, we chose three focal behaviors that would permit analysis of individual interventions by referees, as this is a key aspect of refereeing. The categories chosen were related to decision (responsibility). Although the other categories are also important, we chose the three categories that could provide the most useful information for the aim of the study. These were:

- **MDO_ACI**: Correct call by referee responsible for making the call.
- **MDO_ERO**: Failure to make a call by referee responsible for the call.
- **MDO_ERC**: Call made by referee not responsible for making it.

The data were coded and analyzed using HOISAN (Hernández-Mendo et al., 2012, 2014), a software program that performs polar coordinate analysis and presents the output in the form of vector maps. The generalizability analysis was performed in SAGT (Hernández-Mendo et al., 2016).

Procedure

A generalizability analysis was used to test the validity and accuracy of the ad hoc observation instrument (Blanco-Villaseñor et al., 2000, 2014; Castellano et al., 2000). Generalizability coefficients provide an estimate of how the observed mean compares with the mean of all possible observations (Blanco-Villaseñor et al., 2000, 2014). Inter-observer agreement was assessed to estimate reliability (Anguera, 1990; Morillo and Hernández-Mendo, 2015).

For the data quality control analysis, three different moments of the semi-final between Spain and Slovenia were analyzed by previously trained observers. Two of the moments were observed by the same team of observers and the third one was observed by a second team. To maximize inter-observer agreement, the observers were trained (Morillo and Hernández-Mendo, 2015) and provided with a purpose-designed observation protocol. In addition, the data were coded using the consensus agreement method described by Anguera (1990). Cohen’s kappa coefficients, generalizability analysis, and correlation coefficients were used to measure intra- and inter-observer agreement; the results in all cases were higher than 0.90. In the subsequent full data collection phase, 328 behaviors were coded in the three matches analyzed.

Handball matches are officiated by two referees with the same level of responsibility. In each match, the actions of the referees were coded simultaneously by three previously trained observers using the consensus agreement method. The observers were all regional-level handball referees. There are two referees in handball, a court referee and a goal-line referee, and these generally position themselves opportunistically to cover critical areas of the playing court at any given time.

Polar coordinate analysis, through the calculation of $Z_{sum}$ statistics derived from adjusted residuals corresponding to prospective and retrospective lags, indicates the nature of the relationship between a focal and a conditional behavior, which can be excitatory or inhibitory. The type of relationship is determined by the quadrant in which the corresponding vector is located, and the focal behavior will always be excitatory or inhibitory. The meaning of the four quadrants is shown below:

1. **Quadrant I**: Mutual excitation between focal and conditional behavior (i.e., prospective and retrospective activation).
2. **Quadrant II**: Inhibitory focal behavior and excitatory conditional behavior (i.e., prospective inhibition and retrospective activation).
3. **Quadrant III**: Mutual inhibition between focal and conditional behavior (i.e., prospective and retrospective inhibition).
4. **Quadrant IV**: Excitatory focal behavior and inhibitory conditional behavior (i.e., prospective activation and retrospective inhibition).

The following events were excluded from the analysis and were therefore not recorded as correct calls: goals, throw-offs (recorded as an error if incorrectly executed), whistle for a free throw, throw-in, or goalkeeper throw. As one of the criterion was a whistle signal by a referee, application of the advantage rule was not recorded as a correct call.

RESULTS

Data Quality

The correlation coefficients in Table 2 show that the ad hoc observation instrument allowed for the reliable and accurate recording of data.

Generalizability Analysis

Generalizability analysis is used to estimate accuracy, validity, reliability, and sample size (Blanco-Villaseñor et al., 2014). The analysis consists of analyzing potential sources of variation that might be affecting an observational measurement or measurement design and estimating the generalizability of the design with respect to the particular conditions of a theoretical value (Blanco-Villaseñor et al., 2014).

The results for the measurement design [Criteria] [Categories]/[Observers] are shown in Tables 3, 4. The largest source of variation was associated with the interaction [Criteria] [Categories]. The results of the generalizability analysis show optimal values for absolute and relative generalizability coefficient values, in...
TABLE 1 | Observation instrument: Criteria and corresponding categories and codes.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Category</th>
</tr>
</thead>
</table>
| Position of referee | POS_CEN: center of court  
POS_FON: goal line |
| Responsibility: Whether or not the call that was made or should have been made was the responsibility of the referee being observed | PER_SI: Yes, the call was his responsibility  
PER_SI: No, the call was not his responsibility |
| Whistle: Whether or not the whistle was blown | PIT_SI: Yes, the whistle was blown  
PIT_NO: No, the whistle was not blown |
| Decision (responsibility) | MDO_ACI: The call was correct and was the responsibility of the referee being observed  
MDO_ERO: Error of omission; the call was the responsibility of the referee being observed but was not made  
MDO_ERC: Error of commission; the call was not the responsibility of the referee being observed but was made |
| Type of infraction | TIP_TECGF: Technical, free throw  
TIP_TEC7: Technical, 7-meter throw foul  
TIP_DIS: Warning, progressive punishment, direct dismissal, disqualification or disqualification with written report  
TIP_T-D: Technical foul-punishment; free throw or 7-meter throw fouls that include a personal punishment  
TIP_T-T: Technical-tactical; loss of possession without punishment  
TIP_TTD: Technical-tactical with punishment; loss of possession with punishment |
| Decision (action) | MDA_ACI: Correct call  
MDA_ERR: Incorrect call |

TABLE 2 | Intra and inter-observer agreement.

<table>
<thead>
<tr>
<th>Coefficient for entire session</th>
<th>Intra-observer agreement (Obs. 1 vs. Obs. 1bis)</th>
<th>Inter-observer agreement (Obs. 1 vs. Obs. 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson's</td>
<td>0.9981</td>
<td>0.9982</td>
</tr>
<tr>
<td>Spearman's (p)</td>
<td>0.9987</td>
<td>0.9975</td>
</tr>
<tr>
<td>Kendall's tau-b</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Kappa</td>
<td>0.7222</td>
<td>0.7573</td>
</tr>
<tr>
<td>Phi</td>
<td>0.8345</td>
<td>0.8782</td>
</tr>
</tbody>
</table>

TABLE 3 | Sources of variation, sum of squares, degrees of freedom, mean squares, %, and standard error.

<table>
<thead>
<tr>
<th>Sources of variation</th>
<th>Sum of squares</th>
<th>GC</th>
<th>Mean squares</th>
<th>%</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observers</td>
<td>4.675</td>
<td>2</td>
<td>2.337</td>
<td>0.006</td>
<td>0.020</td>
</tr>
<tr>
<td>Criteria</td>
<td>64.032</td>
<td>5</td>
<td>12.806</td>
<td>0.000</td>
<td>6.280</td>
</tr>
<tr>
<td>[Observers][Criteria]</td>
<td>1.516</td>
<td>10</td>
<td>0.152</td>
<td>0.000</td>
<td>0.010</td>
</tr>
<tr>
<td>Categories</td>
<td>2,579.778</td>
<td>13</td>
<td>1,984.368</td>
<td>4.764</td>
<td>42.837</td>
</tr>
<tr>
<td>[Observers][Categories]</td>
<td>16.437</td>
<td>26</td>
<td>0.632</td>
<td>0.000</td>
<td>0.035</td>
</tr>
<tr>
<td>[Criteria][Categories]</td>
<td>99,194.079</td>
<td>65</td>
<td>1,526.063</td>
<td>95.048</td>
<td>87.868</td>
</tr>
<tr>
<td>[Observers][Criteria][Categories]</td>
<td>126.706</td>
<td>130</td>
<td>0.975</td>
<td>0.182</td>
<td>0.120</td>
</tr>
</tbody>
</table>

GC, Generalizability Coefficient.

addition to a linear tendency for the SDs of each design. In all cases, the relative SD was lower than the absolute SD.

Polar Coordinate Analysis
The vector maps for the three focal behaviors selected for the polar coordinate analysis are shown below. The following results were obtained for MDO-ACI (correct call by right referee) (Table 5, Figure 1).

In quadrant I, the following conditional behaviors were significantly associated (>1.96) with a correct call made by the right referee (MDO_ACI): the call was made by the court referee (POS_CEN), the referee was responsible for the call (PER_SI), and the whistle was blown (PIT_SI). Relationships in quadrant I are mutually excitatory, i.e., the focal and conditional behaviors activate each other.

There were no significant relationships in quadrant II.
In quadrant III, the following behaviors were significantly associated with MDO_ACI: the call was made by the goal-line referee (POS_FON), the call was not the responsibility of the referee (PER_NO), the whistle was not blown (PIT_NO), error of omission (MDO_ERO), error of commission (MDO_ERC), and incorrect call (MDA_ERR). As expected, the focal behavior inhibited the other two categories in the same criterion, as they are mutually exclusive. It also inhibited not blowing the whistle, as for MDO-ACI to occur, the referee has to use his whistle.
In quadrant IV, just one behavior was significantly associated with MDO-AI: TIP_TEC7 (7-meter throw foul). This shows...
TABLE 5 | Relationships between focal behavior MDO_ACI and conditional behaviors.

<table>
<thead>
<tr>
<th>Category</th>
<th>Quadrant</th>
<th>Prospective</th>
<th>Retrospective</th>
<th>Ratio</th>
<th>Radius</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>POS_CEN</td>
<td>I</td>
<td>1.27</td>
<td>2.34</td>
<td>0.88</td>
<td>2.66*</td>
<td>61.42</td>
</tr>
<tr>
<td>PER_SI</td>
<td>I</td>
<td>1.81</td>
<td>2.38</td>
<td>0.8</td>
<td>2.99*</td>
<td>52.7</td>
</tr>
<tr>
<td>PIT_SI</td>
<td>I</td>
<td>2.21</td>
<td>1.27</td>
<td>0.5</td>
<td>2.55*</td>
<td>29.84</td>
</tr>
<tr>
<td>MDO_ACI</td>
<td>I</td>
<td>2.46</td>
<td>2.46</td>
<td>0.71</td>
<td>3.48*</td>
<td>45</td>
</tr>
<tr>
<td>TIP_TECGF</td>
<td>I</td>
<td>1.09</td>
<td>1.11</td>
<td>0.71</td>
<td>1.56</td>
<td>45.56</td>
</tr>
<tr>
<td>TIP_T-T</td>
<td>I</td>
<td>0.26</td>
<td>0.03</td>
<td>0.1</td>
<td>0.26</td>
<td>5.75</td>
</tr>
<tr>
<td>TIP_TTD</td>
<td>I</td>
<td>0.44</td>
<td>0.45</td>
<td>0.71</td>
<td>0.63</td>
<td>45.6</td>
</tr>
<tr>
<td>MDA_ACI</td>
<td>I</td>
<td>2.05</td>
<td>2.66</td>
<td>0.79</td>
<td>3.36*</td>
<td>52.35</td>
</tr>
<tr>
<td>TIP_DIS</td>
<td>II</td>
<td>0.26</td>
<td>0.49</td>
<td>0.88</td>
<td>0.56</td>
<td>118.08</td>
</tr>
<tr>
<td>TIP_T-D</td>
<td>II</td>
<td>0.06</td>
<td>0.42</td>
<td>0.99</td>
<td>0.42</td>
<td>98.19</td>
</tr>
<tr>
<td>POS_FON</td>
<td>III</td>
<td>1.27</td>
<td>2.34</td>
<td>0.88</td>
<td>2.66</td>
<td>241.42</td>
</tr>
<tr>
<td>PER_NO</td>
<td>III</td>
<td>1.81</td>
<td>2.38</td>
<td>0.8</td>
<td>2.99*</td>
<td>232.7</td>
</tr>
<tr>
<td>PIT_NO</td>
<td>III</td>
<td>2.21</td>
<td>1.27</td>
<td>0.5</td>
<td>2.55*</td>
<td>209.84</td>
</tr>
<tr>
<td>MDO_ERO</td>
<td>III</td>
<td>2.46</td>
<td>2.46</td>
<td>0.71</td>
<td>3.48</td>
<td>45</td>
</tr>
<tr>
<td>MDO_ERR</td>
<td>III</td>
<td>0.93</td>
<td>2.63</td>
<td>0.94</td>
<td>2.79*</td>
<td>250.44</td>
</tr>
<tr>
<td>MDA_ERR</td>
<td>III</td>
<td>2.05</td>
<td>2.66</td>
<td>0.79</td>
<td>3.36</td>
<td>232.35</td>
</tr>
<tr>
<td>TIP_TECGF</td>
<td>IV</td>
<td>0.63</td>
<td>2.2</td>
<td>0.96</td>
<td>2.29*</td>
<td>285.94</td>
</tr>
</tbody>
</table>

*p < 0.05.

FIGURE 1 | Vector map for focal behavior MDO_ACI.

that the likelihood of this foul being called correctly by the right referee is very high.

The following results were obtained for the error of omission category MDO_ERO, which is when a referee should have made a call but did not (Table 6, Figure 2).

The following conditional behaviors were associated with MDO_ERO (error of omission) in quadrant I: the call was made by the goal-line referee (POS_FON), the call was not the responsibility of the referee (PER_NO), error of commission (MDO_ERR), and incorrect call (MDA_ERR). As they are located in quadrant I, the focal and conditional behaviors are mutually excitatory.

No significant relationships were detected in quadrant II or IV.

In quadrant III, the following behaviors were significantly associated with MDO_ERO: the call was made by the court referee (POS_CEN), the call was not the responsibility of the referee (PER_SI), correct call made by the right referee (MDO_ACI), and correct call (MDA_ACI). As expected for quadrant III, the focal behavior (incorrect call) inhibited correct calls.

The following results were obtained for the error of commission category MDO-ERC, which is when a referee made a call that was not his responsibility (Table 7, Figure 3).

The following conditional behaviors were all significantly associated with the focal behavior in quadrant I: goal-line position (POS_FON), whistle not blown (PIT_NO), and error of omission (MDO_ERO).

No significant relationships were detected in quadrant II or IV.

MDO_ERO was significantly associated with several behaviors in quadrant III: central-court position (POS_CEN), whistle blown (PIT_SI), correct call made by right referee (MDO_ACI), and correct call (MDA_ACI). Again, the focal behavior inhibited behaviors related to correct calls.

DISCUSSION

We have presented a new tool for observing, coding, and analyzing the actions of referees in handball competitions. Although decisions made by referees are influenced by contextual factors (Debanne, 2014), the ad hoc observation instrument described in this study was designed to provide an objective means of recording, describing, and analyzing actions taken by handball referees according to their role and position on the court. While observational methodology has been used to analyze handball, studies to date have focused on game situations from the players’ perspective (González et al., 2013; Sousa et al., 2014).

The reliability, generalizability, and correlation results in the data quality control analysis attest to the suitability of the data obtained. The observation instrument thus would appear to be an adequate tool for obtaining reliable datasets for performing sequential and other analyses of the performance of court and goal-line referees during handball competitions. In this respect, it is similar to observation instruments designed for other sports, such as soccer (Sarmento et al., 2010), basketball (Garzón et al., 2011), waterpolo (Santos et al., 2014), and beach handball (Morillo and Hernández-Mendo, 2015). A recent study by Araujo et al. (2016) addressed the issue of decision-making in sport and argued that the use of observation to analyze specific actions and behaviors could provide complementary insights into this process. The conceptual vector maps presented in this study show how the referees responded to events based on their use of the whistle. The instrument presented has numerous applications. It could be used, for example, to identify streams of behavior or specific actions that cause greater difficulties for
Handball refereeing has been reported to require moderate levels of fitness and does not appear to be limited by aerobic capacity (Fernandes da Silva et al., 2010).

Most of the correct calls were made from the central court position. This is logical, as court referees are generally responsible for making more calls than goal-line referees and have to deal with less conflictive situations. Goal-line referees, by contrast, have to deal with multiple interactions in short spaces of time and are therefore more likely to make incorrect calls, even though they use their whistle less. We also found that the referees observed made a high percentage of correct calls. Seven-meter throw fouls, for example, were correctly called by the right referee (the goal-line referee) in all cases. This again is logical, as fouls of this type are generally the responsibility of the referee at the end of the court and are rarely called by the court referee.

Handball, unlike other sports such as basketball, does not use instant-replay or similar technology to facilitate the work of referees. The installation of court-side cameras to watch referees or situations that are prone to more error, regardless of level of physical fitness.
instant or near-instant replays of dubious play or the use of goal-line sensors to check whether or not the ball completely crossed the goal-line could lead to interesting improvements in the game. Such measures, however, also have drawbacks. The technology is costly and perhaps should only be considered for elite competitions. In addition, the use of these systems could hurt the credibility of referees and cause them to lose confidence in their calls, particularly in the case of less experienced referees. Novice referees have been found to perform less well than “expert referees” with greater knowledge, experience, and expert memory (Abbeddaim et al., 2016).

More studies of decision-making by handball referees are needed to assess the possible advantages of redistributing responsibilities and zones between both referees and even perhaps of using a third referee in areas with high error rates. Our study highlights some limitations that could be overcome in future studies. It would be interesting, for example, to analyze more areas of the court and to divide the court into specific zones to analyze the actions of referees according to the number of players on the court at a given time and the position of the defense. The distribution of responsibilities is more complicated in open and man-to-man defences, as it is less clear in such cases who is responsible for calling what. It is also complicated to determine whether a referee chose not to make a call or decided to apply the advantage rule, as there are no official hand signals for this decision. The rules do, however, specify that referees should refrain from interrupting the game prematurely to allow continuity of play where possible. Accordingly, there may be some overlap between application of the advantage rule and errors of omission.

Although some research has already been done on how player gender can influence decision-making by referees in handball (Souchon et al., 2010), more work in this area is necessary. Finally, it would be interesting to analyze different championships over time to monitor the influence of new rules and regulations and changes in refereeing practice and performance.

AUTHOR CONTRIBUTIONS

AH, VM and RR: design of the work; acquisition, analysis, and interpretation of data for the work. JM: acquisition, analysis, and interpretation of data for the work; AM: acquisition and analysis of data for the work. All authors: Drafting the work or revising, final approval of the version and agreement to be accountable for all aspects of the work.

ACKNOWLEDGMENTS

This study was supported by two grants (PSI2015-71947-REDT and DEP2015-66069-P; MINECO/FEDER, UE) from the Department of Research, Development and Innovation of the Spanish Ministry of the Economy and European Regional Development’s funds (FEDER).

REFERENCES


Castañer, M., Barreira, D., Camerino, O., Anguera, M. T., Canton, A., and Hileno, R. (2016). Goal scoring in soccer: a polar coordinate analysis of motor continuity of play where possible. Accordingly, there may be some overlap between application of the advantage rule and errors of omission.

Although some research has already been done on how player gender can influence decision-making by referees in handball (Souchon et al., 2010), more work in this area is necessary. Finally, it would be interesting to analyze different championships over time to monitor the influence of new rules and regulations and changes in refereeing practice and performance.

AUTHOR CONTRIBUTIONS

AH, VM and RR: design of the work; acquisition, analysis, and interpretation of data for the work. JM: acquisition, analysis, and interpretation of data for the work; AM: acquisition and analysis of data for the work. All authors: Drafting the work or revising, final approval of the version and agreement to be accountable for all aspects of the work.

ACKNOWLEDGMENTS

This study was supported by two grants (PSI2015-71947-REDT and DEP2015-66069-P; MINECO/FEDER, UE) from the Department of Research, Development and Innovation of the Spanish Ministry of the Economy and European Regional Development’s funds (FEDER).
Morillo et al.

Decision-Making by Handball Referees

[Polares coordinates analysis to estimate the relationships in the motor interaction in soccer]. Psicothema 15, 569–579.


**Conflict of Interest Statement:** The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

The reviewer, JT, declared a shared affiliation, though no other collaboration, with the authors to the handling Editor.
Development of a Work Climate Scale in Emergency Health Services
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An adequate work climate fosters productivity in organizations and increases employee satisfaction. Workers in emergency health services (EHS) have an extremely high degree of responsibility and consequent stress. Therefore, it is essential to foster a good work climate in this context. Despite this, scales with a full study of their psychometric properties (i.e., validity evidence based on test content, internal structure and relations to other variables, and reliability) are not available to measure work climate in EHS specifically. For this reason, our objective was to develop a scale to measure the quality of work climates in EHS. We carried out three studies. In Study 1, we used a mixed-method approach to identify the latent conceptual structure of the construct work climate. Thus, we integrated the results found in (a) a previous study, where a content analysis of seven in-depth interviews obtained from EHS professionals in two hospitals in Gibraltar Countryside County was carried out; and (b) the factor analysis of the responses given by 113 EHS professionals from these same centers to 18 items that measured the work climate in health organizations. As a result, we obtained 56 items grouped into four factors (work satisfaction, productivity/achievement of aims, interpersonal relationships, and performance at work). In Study 2, we presented validity evidence based on test content through experts’ judgment. Fourteen experts from the methodology and health fields evaluated the representativeness, utility, and feasibility of each of the 56 items with respect to their factor (theoretical dimension). Forty items met the inclusion criterion, which was to obtain an Osterlind index value greater than or equal to 0.5 in the three aspects assessed. In Study 3, 201 EHS professionals from the same centers completed the resulting 40-item scale. This new instrument produced validity evidence based on the internal structure in a second-order factor model with four components (RMSEA = 0.079, GFI = 0.97, AGFI = 0.97, CFI = 0.97; NFI = 0.95, and NNFI = 0.97); absence of Differential Item Functioning (DIF) in 80% of the items; reliability (α = 0.96); and validity evidence based on relations to other variables, specifically the test-criterion relationship (r = 0.680). Finally, we discuss further developments of the instrument and its possible implications for EHS workers.

Keywords: work climate, emergency health services, mixed methods, content validity, reliability, construct validity, criterion validity
INTRODUCTION

One of the main priorities of modern organizations is fostering a positive work climate because it promotes greater productivity, satisfaction, stability, and commitment to the organization (Lozano-Lozano et al., 2013; Lee et al., 2016; Meneghel et al., 2016). There are three main types of definitions for the work climate construct: (1) those based on objective and structural characteristics of organizations (Schneider et al., 2013), (2) those that emphasize individual psychological features (Zadow et al., 2017), and (3) those focused on both organizational and individual levels. This last perspective emphasizes workers’ perception of the structure and processes occurring in work groups (Schulz et al., 2017). This work is based on the third group of definitions because it is the most frequently used and the most complete, as it considers both organizational and individual points of view.

Independent of the type of definition, there is no consensus on what the main components that form the construct work climate are. In this sense, we find that measurement instruments are based on various numbers of components as follows: three: clarity, support and challenge (Stringer, 2002; Perry et al., 2005) and job satisfaction, organizational commitment, and motivation to continue working (Zacher and Yang, 2016); four: authority, efficiency, innovation, and adaptation (Payne and Mansfield, 1978); five: communication, work conditions, job involvement, self-realization, and supervision (Torres and Zegarra, 2015) and culture, climate, burnout, engagement, and psychosomatization (Uribe-Prado et al., 2015); six: organizational clarity, rewards, decisions, leadership, social interaction, and opening (Gómez, 2004); seven: ability, recognition, internal organization, satisfaction, information received, knowledge of management, and goals and management responsiveness (García et al., 2010); eight: authority, motivation, communication, influence, decision, planning, control, and performance (Likert, 1967) and compensation and justice, teamwork, quality and effectiveness, communication, environmental sustainability, trust, security, and support (Zenteno and Durán, 2016) and relationships, management style, sense of belonging, remuneration, availability of resources, stability, clarity and consistency in management, and shared values (Fernández-Argüelles et al., 2015); nine: structure, responsibility, reward, challenge, relationships, cooperation, standards, conflict, and identity (Litwin and Stringer, 1968); ten: involvement, cohesion, support, autonomy, organization, pressure, clarity, control, innovation, and comfort (Moos and Insel, 1974); and twelve: conflict, equipment, failure, cohesion, autonomy, management, stress, cooperation, social life, lack of shared social life, logging, and marginality (Delgado-Sánchez et al., 2006) and relationship with the boss, work environment, desire for changes, work satisfaction, capacity for making decisions, tolerance, communication and support, opportunity for training, flexibility of schedules, satisfaction with benefits, resources, and stress (Rojas et al., 2011).

The disparity of the definitions of the construct work climate inspires the use of diverse instruments to measure it (e.g., Insel and Moos, 1974). Additionally, there are other factors that increase the variability of the instruments to measure work climate: (1) the different levels of specification of work climate, such as an overwork climate (Mazzetti et al., 2016) or competitive work group climate (Fletcher and Nusbaum, 2010); and (2) the adaptation of instruments to specific work contexts and professions, such as civil servants (Popoola, 2016).

In the specific area of health services, we found some consolidated models, such as that proposed by Perry et al. (2005), where a work climate is understood as a part of the organization mainly generated by individual human behavior and interactions. Each work team has its own climate defined as the quality of the internal environment experienced by its members that influences their behavior. It is said that a change in the work climate of an organization implies changes in other aspects in that organization, such as the effectiveness or the quality of the care given to patients (Castaneda and Scanlan, 2015; Safi et al., 2016).

When establishing models of work climate in health services into specific components, we find a huge disparity in aspects such as work satisfaction, which is understood as the feeling of contentment by health workers with their job; this aspect correlates negatively with absenteeism and professional abandonment (Mendoza-Llanos, 2015); interpersonal relationships (the way the different components of a work group relate), productivity (the degree to which the work group is able to achieve their professional goals efficiently) and performance of the health staff (performing daily tasks), components that are positively correlated (Brown and Calnan, 2016); or commitment (level of involvement) established with the patient to achieve their professional goals (Chiang et al., 2017).

Referring to the tools used to measure the work climate in health services, we find several different instruments (Elmi et al., 2017), some of which are specific to concrete professions, such as nursing (Olsen et al., 2017) or anesthesiology (Rama-Maceiras et al., 2012), and certain fields such as mental health (Ehrhart et al., 2014).

There are substantial differences in the characteristics of work in the various departments of hospitals. In many cases, emergency health services (EHS) establish initial contact with the patient (Gill et al., 2017) and serve a large number of patients (Hunt et al., 2006) who improperly use the service on some occasions (Carret et al., 2007) and, in general, have a high incidence of morbidity (Billings and Raven, 2013). EHS are usually structured as three main areas: (1) the emergency department, an area for the triage and prioritization of care needs, observation and assessment of the patient, and referral to other hospital services (Godoi et al., 2016); (2) the intensive care unit, which usually has an isolation zone where healthcare professionals care for patients who, due to serious health problems, require critical care (Leung and Gomersall, 2016); and (3) the emergency ambulance service, which is a mobile unit where the emergency has occurred and, in some cases, avoids transport to the overloaded emergency departments (Wankhade and Mackway-Jones, 2015). Patients who receive care in the EHS are in extremely serious condition, so workers suffer from a high degree of responsibility and consequent stress (Estryn-Behar et al., 2011). They are subject to a number of external
pressures, such as the need for short waiting times, and they experience detrimental impacts to their quality of life (including their own health) due to shift work (Vedaa et al., 2016), even occasionally suffering from posttraumatic stress disorder (Arora et al., 2013; Bragard et al., 2015) because of their daily experience with situations requiring critical decisions in a matter of seconds (Borg Xuereb et al., 2016). It has been verified that emergency personnel work with higher levels of stress than other health professionals and that they are a unique population with greater autonomy (Johnston et al., 2016). In this context, it is necessary to design an instrument adapted to these specific characteristics.

On the one hand, an adequate work climate in EHS allows workers to successfully share the common purpose and responsibility of professional teams, where each member clearly understands their role and combines their skills and knowledge to provide better care for their patients (Ajiegbie et al., 2013). On the other hand, an inadequate work climate in this context can cause significant stress in professionals (Laposa et al., 2003) and personal dissatisfaction, which can have an impact on the quality of health care provided (Hooper et al., 2010), increase the perception of fatigue and distress at work (Adriaenssens et al., 2011), and affect labor productivity (Engeleng et al., 2016).

Measuring a work climate would be useful as a first step before acting to improve it to detect weaknesses in the work group that need strengthening. Additionally, in an indirect way, the work climate affects other important variables, such as alcohol consumption in workers (Carreño et al., 2006); safety climate (Sexton et al., 2016); motivation (Li et al., 2016); patient outcomes and nurses’ occupational health (Taylor et al., 2011); and job involvement, effort, and performance (Brown and Leigh, 1996).

Some scales to measure work climate in EHS are already available in the literature (Davenport et al., 2007). However, such scales show poor psychometric properties and present only results about their reliability and, in some cases, validity evidence based on relations to other variables (Biggs et al., 2016). We also found proposals for scales that, in addition to reliability, provide data regarding validity evidence based on internal structure, such as the Safety Attitudes Questionnaire (Sexton et al., 2016) applied in different contexts (Patterson et al., 2010), but they do not provide data about validity evidence based on test content or relations to other variables. Other scales applied to EHS propose to measure something other than work climate, such as the Perceptions of Safety Climate and Adherence to Safe Work Practices (Eliseo et al., 2012), which aims to measure safety perception in emergency room conditions, or those designed exclusively to measure the work environment for nursing staff (Swiger et al., 2017).

Due to the poor consensus in the definition and measure of work climate and due to the fact that there is no specific instrument to measure this construct in EHS with adequate psychometric properties, the aim of this study was to develop an instrument to measure the quality of the work climate in EHS specifically. For this purpose, we carried out our research in three stages (American Educational Research Association et al., 2014): (1) we identified the latent conceptual structure of work climate using a mixed-method approach based on the information obtained from in-depth interviews using the grounded theory (Lozano-Lozano et al., 2013) and factor analysis; (2) we presented validity evidence of the resultant instrument based on the test content through experts’ judgment; and (3) we assessed the psychometric properties of the final version of the instrument: we carried out studies on reliability; validity evidence based on internal structure, specifically Confirmatory Factor Analysis (CFA) and Differential Item Functioning (DIF); and validity evidence based on relations to other variables, specifically test-criterion relationships.

**STUDY 1: IDENTIFICATION OF THE LATENT CONCEPTUAL STRUCTURE OF WORK CLIMATE: A MIXED-METHOD APPROACH**

**Method**

**Participants**

One hundred thirteen EHS workers from two different hospitals in Gibraltar Countryside County, chosen by incidental sampling, participated voluntarily. The inclusion criteria for the sample selection integrated (a) currently working in EHS when the study was carried out, and (b) having worked in EHS for at least 6 months. In total, 59.2% were women and 40.8% were men (age: \( M = 37.68 \) and \( SD = 8.79 \)). Fifty percent were nurses, 22.1% were nursing assistants, 21.2% were doctors, 5.3% were orderlies, and 1.4% were administrative officers; 59.3% worked in the emergency department, 37.2% in the critical care unit and 3.5% in the emergency ambulance service. Concerning the type of contract, 36.1% had an indefinite contract, 34.1% had an interim contract, 27.8% had a temporary contract, and 2% had a contract for work and services. They had a mean of 12.83 years of experience in their profession (\( SD = 7.97 \)); 51% had more than 5 years of experience in their profession, 21.1% had 2–5 years, and 23.8% had < 2 years of experience. They had a mean of 9.38 years of experience in the current workplace (\( SD = 8.48 \); 52.4% had more than 5 years of experience, 28.8% had 2–5 years of experience, and 18.8% < 2 years of experience.

**Instruments**

We used a list of 38 items to measure work climate in EHS specifically, which were obtained from a previous study (Lozano-Lozano et al., 2013). To produce this list, all EHS workers in the two hospitals in Gibraltar Countryside County (including doctors, nurses, nursing assistants, orderlies, administrative officers, security stuff and caretakers) were asked to voluntarily participate in answering in-depth individual interviews related to aspects such as the operation of the service, the organization, job satisfaction, the needs of the service, communication, productivity, relationship with authorities, conflicts and their resolutions, innovation and training. Eighteen EHS professionals responded: 9 doctors, 5 nurses, and 4 nursing assistants. After excluding the interviews that did not provide additional information to the built category system, the sample was formed by four doctors and three nurses. The inductive-deductive process proposed by Strauss and Corbin (1998) was followed to extract the information gathered from these interviews.
Supplementary Table 1 presents the list of 38 items and their origins (codes and coding families).

Additionally, the questionnaire we used to measure the work climate in EHS was formed by 18 items rated from 1 (not at all) to 5 (to a great degree) on a five-point rating scale, available in Perry et al. (2005) to measure work climate in organizations in general, which was translated into Spanish according to the International Test Commission Guidelines for translating and adapting tests (International Test Commission, 2005; Barbero-Garcia et al., 2008). Specifically, the following back-translation method was applied to the original English version: (a) the original version was translated into Spanish by a bilingual three-component expert group, (b) the new version was again translated into English by another bilingual translator who was not among those who formed the expert group in the first stage, and (c) the discrepancies that arose were discussed and the appropriate corrections of the new version were made. Table 1 presents the items in English. The Spanish translation is available in Supplementary Data 1. We chose these specific items for three main reasons (Perry et al., 2005): (1) the authors based their construction on a consolidated theoretical model (Stringer, 2002); (2) they presented evidence of adequate reliability, construct validity, and invariance across gender, management status, and educational level; and (3) although they are context independent, their validation was carried out in a public health organization (similar to our context, the EHS).

Procedure
Survey methodology
We contacted the management of the EHS of Gibraltar Countryside County (two different hospitals) and presented the reasons for the research and the characteristics of the study. Once we obtained the corresponding authorization, the 18-item questionnaire obtained from Perry et al. (2005) was administered to the staff of the EHS (250 participants). To ensure anonymity, the workers completed the questionnaire in a room in the hospital and, once finished, they deposited it in a ballot box.

With the data gathered, we carried out an exploratory factor analysis (EFA) (Pérez-Gil et al., 2000). SPSS 24 was used to store the data; PRELIS and LISREL 9.2 were used to carry out the data analysis. First, we created a polyehoric correlation matrix between all of the variables that came into the analysis (Holgado-Tello et al., 2010). Second, we checked whether such a matrix met the assumptions necessary to be able to develop an EFA (Yela, 1957) by calculating the Kaiser-Meyer-Olkin (KMO) test and Bartlett’s test of sphericity. Third, we performed an EFA using a principal components factor extraction and Kaiser’s varimax method for orthogonal rotation.

Mixed-method approach
With the survey methodology, we calculated the factor structure of the 18 items obtained from Perry et al. (2005) in a specific EHS context. To obtain more detailed information about the important aspects that form a work climate in this specific context, we integrated these 18 items considering their factor structure and the 38 items obtained from in-depth interviews (Lozano-Lozano et al., 2013) considering their coding families.

The reliability of the assignment item—factor was checked using SPSS 24 in two ways: (a) by intracoder, where one author, JALL, completed the assignment and repeated the same task after 1 month; and (b) by intercoder, where two different authors, SCM and SSC, independently performed the same task. In both cases, Cohen’s kappa (κ) coefficient was calculated.

Results
Survey Methodology
Of the potential 250 participants, 113 answered, which is a participation rate of 45.2%. Assumptions to develop an EFA were accepted: the KMO was 0.851, and Bartlett’s test of sphericity resulted in $\chi^2(153) = 804.174, p < 0.001$.

The EFA provided a four-factor solution that explained 61.33% of the common variance. Factor 1 (F1) Work satisfaction produced an eigenvalue of 6.57 and explained 36.54% of the common variance. F2 Productivity/achievement of aims produced an eigenvalue of 1.93 and explained 10.79% of the common variance. F3 Interpersonal relationships produced an eigenvalue of 1.34 and explained 7.44% of the common variance. Finally, F4 Performance at work produced an eigenvalue of 1.17 and explained 5.47% of the common variance.

Table 1 shows the highest factor loading for each item. All values were higher than 0.48.

Mixed-Method Approach
Table 2 presents the scale used to measure the work climate in EHS after combining the results obtained with the in-depth interviews and the survey methodology. The assignment item—factor produced an intracoder reliability κ of 0.922 and an

<table>
<thead>
<tr>
<th>Items</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. We take pride in our work</td>
<td>0.761</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Our work group is known for quality work</td>
<td>0.683</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. We have a common purpose</td>
<td>0.599</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. We seek to understand the needs of our clients</td>
<td>0.585</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. We readily adapt to new circumstances</td>
<td>0.571</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. We strive to achieve successful outcomes</td>
<td>0.487</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. We understand the relevance of the job of each member in our group</td>
<td>0.803</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. We understand each other’s capabilities</td>
<td>0.768</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. We strive to improve our performance</td>
<td>0.623</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. We pay attention to how well we are working together</td>
<td>0.618</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. We are recognized for our individual contributions</td>
<td>0.740</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. We have the resources we need to do our jobs well</td>
<td>0.722</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. We have a plan that guides our activities</td>
<td>0.617</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. We participate in the decisions of our work group</td>
<td>0.528</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15. Our work group is productive</td>
<td>0.511</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16. Our work is important</td>
<td>0.824</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17. We develop our skills and knowledge</td>
<td>0.719</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18. We are clear about what is expected in our work</td>
<td>0.511</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE 2 | Resultant work climate scale in emergency health services after finishing the mixed-method approach (Study 1, in-depth interviews—survey) and Osterlind indexes obtained in Study 2, validity evidence based on test content.

<table>
<thead>
<tr>
<th>Item</th>
<th>R</th>
<th>U</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. We take pride in our work</td>
<td>0.50</td>
<td>0.59</td>
<td>0.55</td>
</tr>
<tr>
<td>2. Our work group is known for quality work</td>
<td>0.58</td>
<td>0.75</td>
<td>0.77</td>
</tr>
<tr>
<td>3. We have a common purpose</td>
<td>0.58</td>
<td>0.67</td>
<td>0.55</td>
</tr>
<tr>
<td>4. We seek to understand the needs of our clients</td>
<td>0.79</td>
<td>0.59</td>
<td>0.64</td>
</tr>
<tr>
<td>5. We readily adapt to new circumstances</td>
<td>0.63</td>
<td>0.54</td>
<td>0.55</td>
</tr>
<tr>
<td>6. We strive to achieve successful outcomes</td>
<td>0.96</td>
<td>0.88</td>
<td>0.73</td>
</tr>
<tr>
<td>7. We have the experience to do our work well</td>
<td>0.79</td>
<td>0.77</td>
<td>0.65</td>
</tr>
<tr>
<td>8. Our workday is adequate to develop our work</td>
<td>0.68</td>
<td>0.63</td>
<td>0.50</td>
</tr>
<tr>
<td>9. Time to perform my work well</td>
<td>0.54</td>
<td>0.64</td>
<td>0.45</td>
</tr>
<tr>
<td>10. Time to attend to our users</td>
<td>0.58</td>
<td>0.55</td>
<td>0.31</td>
</tr>
<tr>
<td>11. Similar amount of work as in other centers</td>
<td>0.17</td>
<td>0.18</td>
<td>0.25</td>
</tr>
<tr>
<td>12. Good relations with the other services</td>
<td>0.75</td>
<td>0.60</td>
<td>0.50</td>
</tr>
<tr>
<td>13. We have a good relationship with our patients</td>
<td>0.46</td>
<td>0.32</td>
<td>0.40</td>
</tr>
<tr>
<td>14. Good relationship with relatives</td>
<td>0.14</td>
<td>0.09</td>
<td>0.33</td>
</tr>
<tr>
<td>15. Patients have good relationship with hospital</td>
<td>0.46</td>
<td>0.30</td>
<td>0.33</td>
</tr>
<tr>
<td><strong>FACTOR 1. WORK SATISFACTION</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16. Relevance of the job of each member</td>
<td>0.58</td>
<td>0.73</td>
<td>0.50</td>
</tr>
<tr>
<td>17. We understand each other’s capabilities</td>
<td>0.71</td>
<td>0.63</td>
<td>0.68</td>
</tr>
<tr>
<td>18. We strive to improve our performance</td>
<td>0.63</td>
<td>0.55</td>
<td>0.35</td>
</tr>
<tr>
<td>19. We pay attention to how well we are working</td>
<td>0.68</td>
<td>0.65</td>
<td>0.35</td>
</tr>
<tr>
<td>20. We have the necessary infrastructure</td>
<td>0.71</td>
<td>0.63</td>
<td>0.68</td>
</tr>
<tr>
<td>21. We receive the necessary training</td>
<td>0.67</td>
<td>0.88</td>
<td>0.60</td>
</tr>
<tr>
<td>22. The characteristics of our service are appropriate</td>
<td>0.63</td>
<td>0.70</td>
<td>0.61</td>
</tr>
<tr>
<td>23. Our service works correctly</td>
<td>0.71</td>
<td>0.90</td>
<td>0.56</td>
</tr>
<tr>
<td>24. Our work group is known for its productivity</td>
<td>0.79</td>
<td>0.79</td>
<td>0.70</td>
</tr>
<tr>
<td>25. Our work is guided by protocols for action</td>
<td>0.32</td>
<td>0.15</td>
<td>0.60</td>
</tr>
<tr>
<td>26. We feel motivated doing our work</td>
<td>0.79</td>
<td>0.79</td>
<td>0.50</td>
</tr>
<tr>
<td>27. The merit of our good job is recognized</td>
<td>0.71</td>
<td>0.73</td>
<td>0.50</td>
</tr>
<tr>
<td>28. Our colleagues value our profession</td>
<td>0.77</td>
<td>0.73</td>
<td>0.60</td>
</tr>
<tr>
<td>29. We are appreciated for the work we do</td>
<td>0.83</td>
<td>0.86</td>
<td>0.60</td>
</tr>
<tr>
<td>30. Our specialization is recognized</td>
<td>0.75</td>
<td>0.68</td>
<td>0.55</td>
</tr>
<tr>
<td>31. Our expectations have been fulfilled</td>
<td>0.83</td>
<td>0.80</td>
<td>0.60</td>
</tr>
<tr>
<td>32. Our type of patient fits with the service</td>
<td>0.75</td>
<td>0.60</td>
<td>0.61</td>
</tr>
<tr>
<td>33. We always attend to patients in emergencies</td>
<td>0.35</td>
<td>0.45</td>
<td>0.44</td>
</tr>
<tr>
<td>34. We know our patients’ characteristics</td>
<td>0.59</td>
<td>0.70</td>
<td>0.50</td>
</tr>
<tr>
<td>35. We coordinate with the other hospital services</td>
<td>0.65</td>
<td>0.50</td>
<td>0.78</td>
</tr>
<tr>
<td><strong>FACTOR 3. INTERPERSONAL RELATIONSHIPS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36. We are recognized for our individual contributions</td>
<td>0.71</td>
<td>0.82</td>
<td>0.55</td>
</tr>
<tr>
<td>37. We have the resources we need</td>
<td>0.42</td>
<td>0.45</td>
<td>0.70</td>
</tr>
<tr>
<td>38. We have a plan that guides our activities</td>
<td>0.50</td>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>39. We participate in the decisions of our group</td>
<td>0.67</td>
<td>0.70</td>
<td>0.60</td>
</tr>
<tr>
<td>40. Our work group is productive</td>
<td>0.33</td>
<td>0.32</td>
<td>0.50</td>
</tr>
<tr>
<td>41. We have good communication within the group</td>
<td>0.79</td>
<td>0.82</td>
<td>0.65</td>
</tr>
<tr>
<td>42. Good relationship between members</td>
<td>0.83</td>
<td>0.86</td>
<td>0.61</td>
</tr>
<tr>
<td>43. I feel comfortable with my work group</td>
<td>0.82</td>
<td>0.80</td>
<td>0.55</td>
</tr>
<tr>
<td>44. I have good personal relationships</td>
<td>0.67</td>
<td>0.64</td>
<td>0.50</td>
</tr>
<tr>
<td>45. We work in a good work group climate</td>
<td>0.67</td>
<td>0.77</td>
<td>0.61</td>
</tr>
<tr>
<td>46. Before entering, I knew some of its members</td>
<td>0.33</td>
<td>0.10</td>
<td>0.40</td>
</tr>
</tbody>
</table>

(Continued)

Some items are presented in short format. The full version is available in Supplementary Data 2. N = 14. Items from the survey method are marked in italics. The rest come from the in-depth interviews. R, representativeness; U, utility; F, feasibility. Values under the cut point (<0.5) are marked in bold.

TABLE 2 | Continued

<table>
<thead>
<tr>
<th>Item</th>
<th>R</th>
<th>U</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>47. We know how to manage conflict</td>
<td>0.33</td>
<td>0.40</td>
<td>0.50</td>
</tr>
<tr>
<td>48. Good relationship with our work group chief</td>
<td>0.71</td>
<td>0.77</td>
<td>0.40</td>
</tr>
<tr>
<td><strong>FACTOR 4. PERFORMANCE AT WORK</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49. Our work is important</td>
<td>0.92</td>
<td>0.86</td>
<td>0.70</td>
</tr>
<tr>
<td>50. We develop our skills and knowledge</td>
<td>0.83</td>
<td>0.82</td>
<td>0.60</td>
</tr>
<tr>
<td>51. We know what is expected in our work</td>
<td>0.79</td>
<td>0.73</td>
<td>0.65</td>
</tr>
<tr>
<td>52. I know my professional shortcomings</td>
<td>0.54</td>
<td>0.64</td>
<td>0.50</td>
</tr>
<tr>
<td>53. We know the functions of the members</td>
<td>0.75</td>
<td>0.75</td>
<td>0.72</td>
</tr>
<tr>
<td>54. Our patients fit the specialty of our service</td>
<td>0.79</td>
<td>0.73</td>
<td>0.70</td>
</tr>
<tr>
<td>55. We know our shortcomings as a group</td>
<td>0.75</td>
<td>0.60</td>
<td>0.50</td>
</tr>
<tr>
<td>56. We can make proposals to improve our work</td>
<td>0.56</td>
<td>0.25</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Intercoder reliability κ of 0.879. Both results were considered adequate.

F1 Work satisfaction refers to feelings evoked in workers by their job and their conditions: self-confidence due to the experience, the adequacy of the workday or time for each patient, contentment with relationships with other professionals outside the group and patients and their relatives, pride, success, cohesion, or nervousness facing new circumstances. F1 is formed using 15 items, six from the survey method (items 1–6) and nine from the in-depth interviews (items 7–15, corresponding to items 1–9 in Supplementary Table 1).

F2 Productivity/achievement of aims refers to the perception of workers having everything they need to do their job or, on the contrary, lacking what they need to achieve their goals: understanding of the relevance, capabilities, and specialization of others; the value of working in a group; motivation and fulfillment of expectations; recognition of their work as a group; self-improvement; infrastructure; training and the characteristics and functioning of their service; patients’ characteristics fitting with their specialization and knowledge of such characteristics; protocols; and coordination with other hospital services. F2 is formed by 20 items, four from the survey method (items 16–19) and 16 from the in-depth interviews (items 20–35, corresponding to items 10–25 in Supplementary Table 1).

F3 Interpersonal relationships refer to the feelings when workers relate to other members of the group and aspects that influence such feelings: the quality of the communication, their relationship, the level of comfort, their friendship, their conflicts, being recognized for their individual contributions, having the resources they need, following a plan, participating in decision-making, and productivity. Thirteen items, five from the survey method (items 36–40) and eight from the in-depth interviews (items 41–48, corresponding to items 26–33 in Supplementary Table 1) form F3.

Finally, F4 Performance at work includes everything related to the development of workers’ job placement: the perceived importance of their job and capacity to decide how to improve
their performance; the skills and knowledge they use; and their knowledge of their tasks and others’ tasks, their individual and group limitations, and their patients. F4 is formed by eight items, three from the survey method (items 49–51) and five from the in-depth interviews (items 52–56, corresponding to items 34–38 in Supplementary Table 1).

**STUDY 2: VALIDITY EVIDENCE OF THE RESULTANT INSTRUMENT BASED ON TEST CONTENT**

**Method**

**Participants**

We requested 27 experts’ collaboration. The inclusion criterion was to have more than 3 years of experience in social and health sciences methodology and/or in EHS as a health professional. Fourteen experts answered, which is considered a moderate number of participants (10 ≤ N ≤ 30) for a content validity study (Prieto and Muñiz, 2000).

Eight experts (57.1%) were men and six (42.9%) were women. Their mean age was 48.83 (SD = 8.99). Regarding their professions, nine (64.3%) were professors specializing in methodology, design, psychometrics and/or data analysis, four (28.6%) were physicians from EHS, and one (7.1%) was a senior technician in clinical analysis and emergency and intensive care medicine. They were in their professions a mean of 23.67 years (SD = 9.46).

**Instruments**

The questionnaire used to obtain validity evidence based on test content through experts’ judgment was composed of the 56 items obtained in the previous mixed-method study ordered in the four factors or dimensions found (see Supplementary Data 2). Each item presented three five-point Likert scales (Sanduvete-Chaves et al., 2013) to measure their representativeness (R), utility (U), and feasibility (F) (Chacón-Moscoso et al., 2016). Additionally, there was a final open-format question to receive comments for improvements for the proposed scale. Supplementary Data 3 presents the Spanish version of the questionnaire used to obtain validity evidence based on test content, which was completed by native Spanish speakers.

**Procedure**

The questionnaire to obtain validity evidence based on test content was sent by e-mail to 27 experts. After the third request, a total of 14 experts gave their answers. Anonymity was assured.

The Osterlind index of congruence (1998) was used to quantify the consensus between experts regarding the adequacy item—factor (dimension) (Glück et al., 2013). The formula used was

\[
I_{ik} = \frac{(N - 1) \sum_{j=1}^{n} X_{ijk} + N \sum_{j=1}^{n} X_{ijk} - \sum_{j=1}^{n} X_{ijk}}{2(N - 1)n}
\]

where \( N \) = the number of dimensions of the instrument; \( X_{ijk} \) = each score given by each expert to each item referring to each aspect (R, U, and F); and \( n \) = the number of experts. The results could be from \(-1\) to \(+1\), 0 being the highest possible level of disagreement between experts. The inclusion criterion was to produce at least 0.5 (Osterlind, 1998) in the three aspects evaluated (R, U, and F).

**Results**

Considering that we requested assessments from 27 experts and 14 answered, we obtained a 51.9% rate of participation.

Forty items met the inclusion criterion; 16 did not meet it. Table 2 presents the Osterlind indexes for each item and each aspect (R, U, and F). The most frequently undervalued aspect was F: from the 16 items excluded, 14 were rated under 0.5 in this aspect.

Additionally, several experts proposed a reorganization of some items with respect to its factor assignment through the open-format question: four and three experts, respectively, suggested including item 49, referring to the perceived importance of their work, and item 50, referring to the development of their skills and knowledge at work, in F1 Work satisfaction instead of F4 Performance at work. Four experts suggested including item 2, referring to the quality of work and item 3, referring to the existence of a common purpose, in F2 Productivity/achievement of aims instead of F1. Two experts proposed including item 51, referring to the knowledge of what is expected in their work, in F2 instead of F4 Performance at work; and vice versa, five experts proposed including item 17, referring to the understanding of each other’s capabilities, in F4, instead of F2.

The four authors of this work considered these proposals individually. After debating, we accepted all the suggestions given by consensus, based on the adequacy item—factor (dimension), from a substantive point of view.

**STUDY 3: RELIABILITY AND VALIDITY EVIDENCE BASED ON INTERNAL STRUCTURE AND RELATIONS TO OTHER VARIABLES**

**Method**

**Participants**

Two hundred and one EHS professionals from the same two hospitals in Study 1 participated voluntarily. The inclusion criteria for the sample selection included (a) working in EHS when the study was carried out, and (b) having worked in EHS for at least 6 months. In total, 61.7% were women and 38.3% were men (age: \( M = 41.6 \) and \( SD = 10.23 \)). Of these, 40.3% were nurses, 33.3% were doctors, 22.4% were nursing assistants, and 4% were orderlies. Sixty-seven percent worked in the emergency department, 30.5% to the critical care unit, and 2.5% to the emergency ambulance service; 44.6% had a temporary contract, 26.3% had an indefinite contract, 17.1% had an interim contract, 10.9% were residents, and 1.1% had a contract for work and services. Regarding their years of experience in their profession, they had a \( M \) of 15.12 (\( SD = 9.64 \)); 49.2% had more than 5 years in their profession, 22.4% had 2–5 years of experience, and 28.4%
had <2 years of experience. Regarding the number of years in their current workplace, the mean was 8.52 (SD = 8.31); 81.6% had more than 5 years of experience, 13.8% had 2–5 years of experience, and 4.6% had <2 years of experience.

**Instruments**

The scale used was formed via instructions for participants and the items that met the inclusion criterion in Study 2 (content validity), grouped into factors per expert suggestion (see Supplementary Data 4 for the English version and Supplementary Data 5 for the Spanish version). Each item was valued from 1 (strongly disagree) to 5 (strongly agree).

Furthermore, we added one extra omnibus item: *As a whole, the work climate of my work group is good*; in the Spanish version, *De manera global, el clima laboral de mi grupo de trabajo es bueno*; translation carried out according to the International Test Commission recommendations (International Test Commission, 2005; Barbero-García et al., 2008), which was also valued from 1 (strongly disagree) to 5 (strongly agree) and was used as a criterion in Study 3. This item was used as a criterion based on the following reasons (Holgado-Tello et al., 2015): (a) it can be considered an appropriate direct measure to relate to another indirect measure (the resulting scale) in the sense that both refer to the same construct (work climate in EHS); (b) the Likert-type scale of the item permits obtaining a linear monotonic function with respect to the attitude measured as the item characteristic curve, and individual differences in participants’ attitude provoke variation in responses; and (c) no instrument with its psychometric properties tested that measures work climate in EHS was available as a criterion.

**Procedure**

The information was gathered using Google for Work applications: Drive, Forms, and Spreadsheets. The scale was administered by two procedures: (a) using a laptop with internet access in the hospital and (b) sending emails to all the EHS professionals with the link to the scale; in this case, they answered outside the work context.

SPSS 24 was used to store the data and calculate the internal consistency of the test, the average discrimination index, and validity evidence based on a test-criterion relationship and needed assumption tests. PRELIS and LISREL 9.2 were used to estimate the polychoric correlation matrix to verify bivariate normality and to carry out the CFA.

The internal consistency of the items was calculated using Cronbach’s alpha coefficient, following criteria established by George and Mallery (2003). Values > 0.9 were considered excellent, 0.8–0.9 good, and 0.7–0.8 acceptable. Following criteria by Tavakol and Dennick (2011), values equal to or higher than 0.7 were considered appropriate.

The average discrimination index was also calculated: values >0.4 were considered excellent (Sabri, 2013), 0.3–0.4 good, and 0.2–0.3 adequate (Barbero-García, 1993). Obtaining adequate values in internal consistency and on the average discrimination index was considered an essential requirement before proceeding to study the factor structure.

To evaluate the factor structure of the scale, we estimated the polychoric correlations and the asymptotic variance-covariance matrix. A Pearson correlation matrix was not estimated because the items were in ordinal scales, and therefore, the responses cannot be treated as if they were quantitative because all participants situated at different points of the interval may be assigned the same score; the use of Pearson correlations for ordinal scales would undervalue the real correlations (Holgado-Tello et al., 2010). In these cases, polychoric correlations are the most consistent and robust estimator (Morata-Ramírez and Holgado-Tello, 2013).

The use of the polychoric correlation matrix is only appropriate if we previously accept the assumption of bivariate normal distribution. For this purpose, we calculated the chi-square test ($\chi^2$) and the percentage of tests that rejected the null hypothesis of bivariate normality for each pair of correlations, assuming a 95% confidence level and the Bonferroni correction, calculating the value of $\alpha$ to use in the comparison of each contrast with the formula $\alpha/c$ ($\alpha = 0.05$ corresponding to a 95% confidence level and $c$ as the number of contrasts $c = (number$ of items x number of items – 1)/2). Due to the sensitivity of $\chi^2$ in large samples, we also calculated the root mean square error of approximation (RMSEA). We concluded that the parameter estimation was not significantly affected when RMSEA values did not exceed 0.1 (Hooper et al., 2008).

Once we tested the assumption of bivariate normal distribution, we then tested the resultant model from Studies 1 and 2 using a CFA (Bagozzi and Yi, 2012). The tested model was a second-order factor model that measures work climate in EHS formed by four factors (Table 2): F1 Work satisfaction (items 1–10); F2 Productivity/achievement of aims (items 11–30); F3 Interpersonal relationships (items 31–35); and F4 Performance at work (items 36–40).

The estimation method used was the unweighted least squares, which is appropriate for polychoric correlations and ordinal variables distributed asymmetrically (Jöreskog, 2003; Morata-Ramírez et al., 2015).

The lambda parameter corresponding to the relationship of the first item with each factor was fixed at 1 to (a) solve the problem of identification of the model and (b) establish the measurement scale of the latent variables.

The standardized factor loadings were calculated. Additionally, several fit indices were used to reach conclusions about the adequacy of the model: (a) the $\chi^2$ test, where the acceptance of the null hypothesis ($p \geq 0.05$) implied a good fit of the model; (b) the consistent Akaike information criterion (CAIC) with which the model was considered appropriate when the value of the index was closer to the value for the saturated model than the independent one (the smaller the values, the better the fit) (Bandalos, 1993); (c) the root mean square error of approximation (RMSEA) (Hooper et al., 2008), where values lower than 0.05 were considered a good fit, values between 0.08 and 0.1 a reasonable fit, and values greater than 0.1 unfit (Browne et al., 1993); (d) the goodness-of-fit index (GFI); (e) the adjusted goodness-of-fit index (AGFI) (Hooper et al., 2008); (f) the comparative fit index (CFI) (Byrne, 1998); (g) the normed fit index (NFI); and (h) the non-normed fit
Indices (d)-(h) were interpreted as indicators of good fit if the values were above 0.9 (Bendayan et al., 2013).

We also studied DIF to obtain additional validity evidence based on the internal structure of the scale. EASY-DIF (González et al., 2011) was used to perform the Mantel-Haenszel procedure for ordinal items. The DIF was calculated by gender; seniority at work (0–15 years and 16–40 years of experience); age (18–42 and 43–65 years old); and type of employment relationship (eventual and permanent). The matching method used was the minimum cell frequency.

Additionally, we calculated the validity evidence based on the test-criterion relationship, correlating the global score (X, the sum of the scores given in the 40 items) and those obtained in each factor with the score given in the omnibus item 41: As a whole, the work climate of my work group is good (criterion Y) (Holgado-Tello et al., 2015). Previously, we tested several assumptions to check that the use of the Pearson correlation coefficient (r), a parametric test, was adequate: (a) normality using the Kolmogorov Smirnov test, where p > 0.05 implied the acceptance of the assumption (Chakravarti et al., 1967); (b) a test of linearity, where linearity p < 0.05 implied the acceptance of the assumption (Field, 2000); and (c) independence of errors using Durbin Watson (d), a statistic that ranged from 0 to 4 and was expected to produce a value close to 2; thus, values between 1.5 and 2.5 implied acceptance of the assumption (Kutner et al., 2004). If one of the three assumptions is rejected, we would opt for a non-parametric correlation test (Spearman’s correlation coefficient, ρ). Both the Pearson and Spearman would be interpreted as validity evidence based on a test-criterion relationship when a p < 0.05 showed a statistically significant relationship between the global scores and Y.

Results Participation From the potential 250 participants, 201 completed the scale, producing a participation percentage of 80.4%; in particular, 199 (79.6%) were recorded in the hospital, and two (0.8%) by email outside the work context.

Internal Consistency The global internal consistency was excellent (α = 0.96). Factors also produced appropriate values, all over 0.7; F1 produced a good result (α = 0.848); F2 and F3 produced excellent results (α = 0.943 and 0.907, respectively); and F4 produced acceptable, close to good results (α = 0.791).

Average Discrimination Index The global average discrimination index produced an excellent result (D = 0.601), as did the specific index for each of the four factors (0.515, 0.646, 0.654, and 0.519, respectively). After testing the appropriateness of the internal consistency and the average discrimination index, we concluded that we could carry out the factor structure study.

Bivariate Normality Assumption By having 40 items, a total of 780 correlations were obtained (40 × 39/2). The results showed that a bivariate normality assumption considering χ² was accepted in 95.3% of the instances (743 correlations) (p = 0.05/780 = 0.0006 using the Bonferroni correction). Additionally, the RMSEA values were lower than 0.1 in 98.5% of occasions (768 correlations). These results support the use of the matrix of polychoric correlations as the basis for the factor analyses.

Standardized Factor Loadings The standardized factor loadings (lambda) in the CFA (Table 3) were appropriate (over 0.3) for all of the items. The gamma values were high for the four factors (0.89, 0.81, 0.82, and 0.86, respectively).

Model Fit Although the χ² test was significant, probably due to the large sample size effect, χ² (730) = 3807.37, p < 0.001, the other fit indexes showed the adequacy of the second-order-four-factor model: CAIC = 2460.93 (saturated CAIC = 5347.60; independent CAIC = 39115.98); RMSEA = 0.079, 90% CI [0.075, 0.084]; GFI = 0.97; AGFI = 0.97; CFI = 0.97; NFI = 0.95; and NNFI = 0.97.

DIF Thirty-two items (80% of the total) did not present any DIF; the 8 items that presented some DIF were items 2, 3, 5, 6, 18, 23, 27, and 29. For the variable gender, the items with DIF were items 3 (χ² = 4.38, p = 0.03), 6 (χ² = 8.3, p < 0.001), 23 (χ² = 6.44, p = 0.01), 27 (χ² = 4.73, p = 0.02), and 29 (χ² = 6.95, p < 0.001). In items 3, 6, and 23, women scored higher than men, while in items 27 and 29, men scored higher than women. In seniority at work, the workers with more years in the company scored higher in items 2 (χ² = 4.28, p = 0.03) and 5 (χ² = 6.82, p < 0.001), while workers with fewer years of experience working scored higher in item 18 (χ² = 7.27, p < 0.001). For the variable age, older workers scored higher in item 5 (χ² = 6.07, p = 0.01) and item 6 (χ² = 5.74, p = 0.01), while younger people scored higher in item 18 (χ² = 4.47, p = 0.03). Finally, for type of employment relationship, workers with permanent contracts scored higher in items 5 (χ² = 4.94, p = 0.02) and 6 (χ² = 6.78, p < 0.001), while workers with eventual contracts scored higher in item 18 (χ² = 6.19, p = 0.01).

Testing Assumptions before the Criterion Validity Correlation The normality assumption was accepted on the global scale (Z = 0.607, p = 0.855), in F1 (Z = 1.329; p = 0.058) and in F2 (Z = 0.693, p = 0.722), while it was rejected in F3 (Z = 1.729, p = 0.005), F4 (Z = 1.409, p = 0.038), and the criterion (Z = 3.047, p < 0.001). The linearity assumption was accepted in all instances when relating with Y, X [F(1,168) = 187.569, p ≤ 0.001]; F1 [F(1,168) = 88.717, p ≤ 0.001]; F2 [F(1,138) = 146.957, p < 0.001]; F3 [F(1,177) = 141.197, p ≤ 0.001]; and F4 [F(1,177) = 41.335, p < 0.001]. Finally, the independence of errors was accepted in all occasions for the relationship of Y with X (d = 1.608), F1 (d = 1.654), F2 (d = 1.634), F3 (d = 1.792), and F4 (d = 1.761). As a conclusion, although most assumptions were accepted, because there was no normal
Some items are presented in short format. The full version is available in Supplementary Data 1, 2, 3, and 4, respectively.

Study 1 (a mixed-method approach) produced 56 items grouped into the four previously mentioned components. Study 2 (validity evidence based on test content through experts’ opinion) permitted refinement of the scale in accordance with the representativeness, utility, and feasibility of its items (16 were removed as a result), and six were reorganized into different factors. Finally, Study 3 (psychometric properties) presented a second-order factor model with the four previously mentioned components with adequate values for reliability and validity evidence based on internal structure and test-criterion relationships.

The four factors obtained have certain similarities to those obtained in previous studies: (a) Work satisfaction (F1) is one of the factors that form the construct work climate and the lack of an instrument to measure it, by being applied to EHS specifically and with adequate psychometric properties, we elaborated a scale consisting of four dimensions (work satisfaction, productivity/achievement of aims, interpersonal relationships, and performance at work) and 40 items, which presented evidence of reliability as well as validity based on test content, internal structure and relations to other variables. Supplementary Data 4, 5 present the final version of the scale ready to be used by those who are interested in the English and Spanish versions, respectively.

Thus, as a result, Study 1 (a mixed-method approach) produced 56 items grouped into the four previously mentioned components. Study 2 (validity evidence based on test content through experts’ opinion) permitted refinement of the scale in accordance with the representativeness, utility, and feasibility of its items (16 were removed as a result), and six were reorganized into different factors. Finally, Study 3 (psychometric properties) presented a second-order factor model with the four previously mentioned components with adequate values for reliability and validity evidence based on internal structure and test-criterion relationships.

The four factors obtained have certain similarities to those obtained in previous studies: (a) Work satisfaction (F1) is one of the factors that form the construct work climate in models by García et al. (2010), Rojas et al. (2011), and Zacher and Yang (2016); (b) Productivity/achievement of aims (F2) appears in Payne and Mansfield (1978) with the label of efficiency and in Brown and Calnan (2016); (c) Interpersonal relationships (F3) is also a factor in the proposals given by Fernández-Angüelles et al. (2015) and Litwin and Stringer (1968); finally, (d) Performance at work (F4) is a factor also found in Likert (1967) and Brown and Calnan (2016). On the other hand, some elements that are not in previous studies have been found to be relevant to measuring the work climate in EHS, such as items to evaluate personal and group shortcomings and possible quarrels between different professions in terms of delimitation of functions according to their specialty and recognition.

We obtained four factors when compared to the four-factor model by Payne and Mansfield (1978)—authority, efficiency, innovation, and adaptation—and we find one in common: productivity/achievement of aims, which is understood as efficiency. Although the other three factors are different, some of the contents of the items of our proposal are related, e.g., item 29, We participate in the decisions of our work group, refers to authority; item 13, We have the necessary infrastructure to carry out our work, refers to productivity/achievement of aims; and item 7, We coordinate with the other hospital services, refers to cooperation and communication among different areas.

### DISCUSSION

Based on the non-consensus of the main components that form the construct work climate and the lack of an instrument to measure it, by being applied to EHS specifically and with adequate psychometric properties, we elaborated a scale consisting of four dimensions (work satisfaction, productivity/achievement of aims, interpersonal relationships, and performance at work) and 40 items, which presented evidence of reliability as well as validity based on test content, internal structure and relations to other variables. Supplementary Data 4, 5 present the final version of the scale ready to be used by those who are interested in the English and Spanish versions, respectively.

Thus, as a result, Study 1 (a mixed-method approach) produced 56 items grouped into the four previously mentioned components. Study 2 (validity evidence based on test content through experts’ opinion) permitted refinement of the scale in accordance with the representativeness, utility, and feasibility of its items (16 were removed as a result), and six were reorganized into different factors. Finally, Study 3 (psychometric properties) presented a second-order factor model with the four previously mentioned components with adequate values for reliability and validity evidence based on internal structure and test-criterion relationships.

The four factors obtained have certain similarities to those obtained in previous studies: (a) Work satisfaction (F1) is one of the factors that form the construct work climate in models by García et al. (2010), Rojas et al. (2011), and Zacher and Yang (2016); (b) Productivity/achievement of aims (F2) appears in Payne and Mansfield (1978) with the label of efficiency and in Brown and Calnan (2016); (c) Interpersonal relationships (F3) is also a factor in the proposals given by Fernández-Angüelles et al. (2015) and Litwin and Stringer (1968); finally, (d) Performance at work (F4) is a factor also found in Likert (1967) and Brown and Calnan (2016). On the other hand, some elements that are not in previous studies have been found to be relevant to measuring the work climate in EHS, such as items to evaluate personal and group shortcomings and possible quarrels between different professions in terms of delimitation of functions according to their specialty and recognition.
out our work, and item 14, *We receive the necessary training to carry out our tasks* are related to innovation; and finally, item 3, *We readily adapt to new circumstances,* is related to adaptation.

Additionally, given that the partial starting point of this work was 18 items proposed by Perry et al. (2005) and that 15 have been included in the last version of the proposed scale presented in Supplementary Data 4 (specifically, items 1–4, 8–12, 17, 27–30, and 36), we now compare the psychometric properties of both instruments. The reliability values were adequate in both cases: $\alpha = 0.96$ in the final version of the scale proposed and $\alpha = 0.87$ in Perry et al. (2005). Both instruments obtained evidence based on the internal structure, although the factors found differ substantively, where three (clarity, support, and challenge) were found in Perry et al. (2005). Both instruments obtained evidence based on the relation test—criterion: $\rho_{XY} = 0.68$, $p < 0.001$ when correlating the scale obtained and an omnibus item and $r_{XY} = 0.93$, $p < 0.001$ in Perry et al. (2005) after correlating their instrument with the one proposed by Stringer (2002). In this sense, because both proposals presented adequate psychometric properties, the most important contribution of the scale proposed in this work is its specification in setting; Perry et al. (2005) based their study on public health organizations, and the present work is specifically for EHS, a context with an extremely specific idiosyncrasy (Hunt et al., 2006; Carret et al., 2007; Arora et al., 2013; Johnston et al., 2016; Vedaa et al., 2016; Gill et al., 2017).

Taking into account that any process to obtain evidence is affected by the characteristics of the intervention contexts in this particular case, given the sample characteristics, the instrument was designed with the aim of measuring the global construct quality of the work climate (as opposed to proposals centered on a specific aspect within work climate, e.g., Fletcher and Nusbaum, 2010; Mazzetti et al., 2016) for all professionals (as opposed to works based on specific professions, e.g., Rama-Maceiras et al., 2012; Popoola, 2016; Olsen et al., 2017) who work in EHS (as opposed to other specific contexts, e.g., Ehrhart et al., 2014).

To check empirically that the items worked in an unbiased way across different groups, we analyzed their DIF. Thirty-two items (80%) did not present any DIF. The fact that 8 items (20%) presented DIF does not necessarily indicate the weakness of the instrument given that substantive reasons explain the differences (American Educational Research Association et al., 2014). Item 2, *We seek to understand the needs of our clients,* was scored higher by workers with more experience because there is evidence that confirms a direct relationship between experience and the patients' needs (Ballester-Arnal et al., 2016) and the experience and perception of patients' needs in a holistic way instead of only targeting the isolated symptom (Zamanzadeh et al., 2015). Item 3, *We readily adapt to new circumstances,* and 23, *Our expectations when we entered the working group have been fulfilled,* were scored higher by women because females have a greater ability to adapt to new situations (Catalyst, 2007) and are more conformist (Aspiazu, 2016) in work. Item 5, *We have the necessary experience to do our work well,* was scored higher by workers with more experience, those who were older and those who had permanent contracts due to a real difference in the level of the aspect measured in this item (experience). Item 6, *Our workday is adequate to develop our work,* was scored higher by women, older workers, and those with permanent contracts. Differences in gender can be explained by the fact that women tend to assign greater value and spend time most productively in the workplace since they are also involved in other types of family activities (Artazcoz et al., 2004; Eagly and Carli, 2007); and workers with more experience and permanent contracts spend less time carrying out their functions than those who are less experienced and with eventual contracts, so it is logical that the first group believes more strongly than the second one that the time they have is sufficient to perform their work. Item 18, *We feel motivated when doing our work,* was more valued by younger workers with eventual contracts because studies conclude that there is an inverse relationship between age and job stability and motivation at work (Fernández et al., 2015; Akkermans et al., 2016; Dawson et al., 2017). Finally, items 27, *We are recognized for our individual contributions,* and 29, *We participate in the decisions of our work group,* were scored higher by men because they tend to develop dominant behaviors such as autonomy, independence and decision-making and seeking individual social recognition (Eagly et al., 2004; Godoy and Mladinic, 2009).

The proposed tool can be used in EHS to measure the work climate. Apart from a global value for each worker obtained by summing the values for the 40 items, the tool can be used to detect the global average work climate in EHS, factor by factor, or by studying each item to detect weaknesses so as to implement actions (with the origin in the work colleagues or the boss) to improve them; e.g., if a worker scored item 5 low (*We have the necessary experience to do our work well*), a workmate with more experience could start acting as a temporary mentor, or if the average of a work group in item 20 (*Our colleagues value our profession*) is low, then the boss of the group could implement strategies to improve the multidisciplinary work group conditions. In addition, by measuring the values with the scale before and after the actions implemented to improve the work climate, we can see the effectiveness of such actions (the use of inferential statistics for repeated measures would give evidence about the significance of the change).

In summary, the proposed scale can be used as a tool to diagnose the climate given in the work place and, based on this information, implement action to attempt to improve the situation (Perry et al., 2005). This can involve improvements at different levels since increasing the quality of the work climate will probably influence workers’ satisfaction (Hooper et al., 2010), productivity (Brown and Leigh, 1996), interpersonal relationships (Lozano-Lozano et al., 2013), and performance (Engelen et al., 2016). Furthermore, it may act as a protective factor against alcoholism (Carreño et al., 2006), stress (Lapos et al., 2003), fatigue (Adriaenssens et al., 2011), or absenteeism (Mendoza-Llanos, 2015) in workers. Therefore, it will probably increase patients’ satisfaction with the service (Hooper et al., 2010; Ajeigbe et al., 2013).

One limitation to highlight is the length of the resultant scale. Although 40 items to measure four factors is apparently not excessive, it is important to note that, currently, workers in EHS receive more patients than they can manage, so it would be difficult for them to find enough time to complete such a long instrument. Another possible limitation is the use of one item as
a criterion. In this sense, it is necessary to carry out research that further develops the instrument obtained in this study.

To cover the first limitation (excessive length of the scale), we will shorten the scale without excluding relevant information to measure the work climate in EHS. First, based on the Spearman-Brown prediction (or prophecy) formula that relates reliability and length of the test (Brown, 1910; Spearman, 1910), we will estimate the number of items that we can remove in each factor without implying a decrease in the reliability coefficient lower than 0.8, a cut-off point to be considered a good result following the criteria established by George and Mallery (2003). Second, we will develop a Delphi method (Dalkey and Helmer, 1963) to determine, with a sample of at least 20 judges (50% experts in psychometrics and 50% EHS workers), the most redundant items to be removed. In further applications of the resulting short scale, we will check whether, as expected, the reliability coefficient maintains good reliability for coefficients in all the factors. To cover the second limitation (the use of one item as a criterion), we will use another scale as a criterion, specifically the scale proposed by Biggs et al. (2016), which presents partial validity evidence (based on relationships with other variables).

Additionally, we will delve into validity based on relations to other variables that present convergent and discriminant evidence of the resultant scale following the multitrait-multimethod matrix proposed by Campbell and Fiske (1959). We will request completion of three different instruments from ~100 EHS workers: the scale we proposed; another scale with partial validity evidence to measure the work climate in EHS (the one proposed by Biggs et al., 2016); and the Safety Attitudes Questionnaire (Sexton et al., 2016), an instrument that measures safety climate, a construct similar to work climate although not exactly the same (work climate is considered wider). We expect to find high reliability coefficients in the three instruments, a high correlation between the two instruments that measure work climate in EHS (convergent evidence) and a low correlation (at least lower than that obtained in the convergent evidence study) between our instrument and the one that measures a different construct (discriminant evidence).

Finally, we will test its factorial invariance to check whether the use of the scale obtained can be generalized to different hospitals, countries, genders, roles, and professions. First, we will gather a massive number of answers to the scale from participants of different hospitals in one country, from different countries (initially, Spain and Chile), different genders, different roles (coordinator/boss or without being in charge of other people), and different professions (nurses, nursing assistants, doctors, orderlies, and administrative officers). Second, using the software LISREL, we will test the invariance of the structural model and the measurement model across groups (Byrne, 1998).
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Group psychotherapy is a useful clinical practice for adolescents with mental health issues. Groups typically consist of young people of similar ages but with different personalities, and this results in a complex communication network. The goal of group psychoanalytic psychotherapy is to improve participants’ mentalization abilities, facilitating interactions between peers and their therapist in a safe, containing environment. The main aim of this study was to analyze conversation turn-taking between a lead therapist, a co-therapist, and six adolescents over the course of 24 treatment sessions divided into four blocks over 8 months. We employed a mixed-methods design based on systematic observation, which we consider to be a mixed method itself, as the qualitative data collected in the initial observation phase is transformed into quantitative data and subsequently interpreted qualitatively with the aid of clinical vignettes. The observational methodology design was nomothetic, follow-up, and multidimensional. The choice of methodology is justified as we used an ad-hoc observation instrument combining a field format and a category system. Interobserver agreement was analyzed quantitatively by Cohen’s kappa using the free QSEQ5 software program. Once we had confirmed the reliability of the data, these were analyzed by polar coordinate analysis, which is a powerful data reduction technique that provides a vector representation of relationships between categories. The results show significant relationships between the therapist and (1) the activation of turn-taking by the participants and the co-therapist and silence and (2) conversation-facilitating interventions and interventions designed to improve mentalization abilities. Detailed analysis of questions demonstrating interest in others showed how the communication changed from radial interactions stemming from the therapist at the beginning of therapy to circular interactions half way through. Repetition was found to be a powerful conversation facilitator. The results also illustrate the role of the therapist, who (1) did not facilitate interventions by all participants equally, (2) encouraged turn-taking from more inhibited members of the group, (3) stimulated conversation from the early stages of therapy, and (4) favored mentalization toward the end. Despite its complexity, polar coordinate analysis produces easy-to-interpret results in the form of vector maps.

Keywords: group therapy, adolescent interactions, mixed-method, polar coordinates analysis, mentalization
INTRODUCTION

Peer groups are a natural setting for young people (Erikson, 1968). In the social context, Malekoff (2014) and Tellerman (2001) consider group work to be a protective factor for teenagers, pre-teens, and their families. In the field of public health, group psychotherapy is a useful clinical practice for adolescents with varying mental health issues (Reid and Kolvin, 1993; Cramer-Azima, 2002). Adolescent mental health disorders have increased over the last three decades (Nuffield Foundation, 2013) and today's teenagers have higher rates of anxiety, behavioral problems, and mood disorders (Merikangas et al., 2010).

Little has been published on group therapy in children or adolescents. Most of the studies conducted to date have reported on brief cognitive-behavioral interventions with specified diagnostic populations (Pollock and Kymissis, 2001). There has also been research into group counseling and psychotherapy with children and adolescents that indicates that the peer feedback that occurs in such settings is a key part of the process of change (Shechtman, 2007). The theoretical orientation behind this study was a combination of interpersonal and psychodynamic theories. Pingitore (2016) validated the benefits of interpersonal group therapy, an approach originally proposed by Yalom (2005), by quantitatively analyzing audio recordings of interventions by eight adolescents who took part in a process-oriented psychotherapy group for 3 months. Within a Kleinian psychoanalytic framework and following the contributions of Devi and Fenn (2012) published a systematic thematic analysis of a latency-aged children’s group. Through clinical extracts, they showed how the children shifted from paranoid-schizoid functioning to depressive functioning over the course of therapy. They concluded that psychotherapy was beneficial in latency-aged children, as it provided them with the opportunity to observe and try to attach meaning to the interactions of other people, to respond to these interactions, to initiate contact and to help and be helped in a safe environment. Such experiences improve individuals’ ability to recognize and observe mental states in both themselves and others and to develop empathy.

More research has been conducted in adults. A recent meta-analysis of group psychotherapy for social anxiety disorders concluded that group interventions were as effective as individual psychotherapy or pharmacotherapy (Barkowski et al., 2016). Group therapy is also beneficial for adults with moderate or severe depression (Pylvänäinen et al., 2015) or eating disorders (Simpson et al., 2010) and it has been shown to reduce symptoms of anxiety, depression, and avoidance in adults with personality disorders (Skewes et al., 2015). Schwartz et al. (2016) recently published a meta-analysis that showed that cognitive behavioral therapy was effective for patients with obsessive-compulsive disorder. Another randomized controlled study that compared the outcomes of short- and long-term psychodynamic psychotherapy (90-min weekly sessions for 20 or 80 weeks) in 167 adult outpatients with mood, anxiety, and personality disorders found that patients in both groups made significant gains, and concluded that short- and long-term therapy seemed equally effective for typical outpatients seeking group psychotherapy, with the exception of symptomatic distress, for which a more favorable treatment effect was found for the long-term therapy (Lorentzen et al., 2013). A recent open prospective controlled study showed the efficacy of short-term dynamic group psychotherapy (37–39 sessions lasting 75 min over 9 months) in primary care patients with depressive symptoms (Bros et al., 2016).

In psychotherapy research, there is growing concern for integrating qualitative methods, which provide a more holistic view of the person, and quantitative methods, which seek to provide a more objective view (Lutz and Hill, 2009). Despite the dearth of publications in the last decade, there are encouraging signs of a growing interest in the use of mixed-methods research in psychology (Roberts and Povee, 2014). By integrating complementary perspectives derived from quantitative and qualitative methods and analyses, mixed-methods research offers both rigor and flexibility and is likely to see an increase in future years (Anguera and Hernández-Mendo, 2016).

In this article, we describe the results of a study based on systematic observation, which we consider to be a mixed method in itself (Anguera and Hernández-Mendo, 2016). The study consisted of systematically observing video-recordings of adolescent group therapy sessions over a period of several months. The observation produced a large set of qualitative conversational data, subsequently analyzed quantitatively via polar coordinate analysis to detect changes in behaviors over the course of therapy.

The aim of the group therapy analyzed was to promote autonomy and maturity through interactions between peers and their therapist in a safe, containing environment (Torras de Beà, 2013). Group sessions of this type produce complex communication networks. Participants are typically young people of similar ages with different personalities who have difficulty relating to others and often perform poorly at school.

Psychodynamic interventions have been described as “conversation therapies,” as the relationship between the person seeking treatment and the therapist forms the basis of the therapy (Malmberg and Fenton, 2008). We studied group communication as a conversation in which we analyzed turn-taking (who) and content (what).

Foulkes (1986) described two roles for group analysis leaders, or conductors: a role as dynamic-administrator and a role as analyst-interpreter. The function of the first is to set up the group, establish norms and boundaries, and create a safe, supportive, and containing environment designed to increase participation, expressiveness, and interaction and communication. The function of the second, by contrast, is related to mental activity, and consists of observation, listening, and understanding, and the ability to put into words everything they are understanding.

In the group studied, interventions by a therapist largely seek to (a) facilitate conversation and (b) promote mentalization, i.e., stimulate thought, reflection, and understanding about oneself and one’s relationships with others.

In the ad-hoc observation instrument used in the study, we labeled this first group of interventions DYN, as they have a dynamic, stimulating function. They are interventions in
the form os a request or question in which the emitter (the therapist or participants) show interest in the life of the receiver. Demonstrating interest in others by asking questions, allowing them to intervene, and showing curiosity in their answers is considered to be a specific benefit of group therapy as opposed to individual therapy (Yalom, 2005; Torras de Beà, 2013). In previous studies, we saw that DYN interventions were very common in all sessions and that over the course of therapy, their use increased among participants and decreased among therapists, forming significant behavioral patterns (Arias and Anguera, 2004, 2005; Arias, 2011).

The second group of interventions in the observation instrument was called MNT to reflect the concept of mentalization described by Fonagy et al. (Fonagy, 1991; Fonagy et al., 1995), which is understood as the ability to explain and give meaning to one’s own behaviors and those of others within a process of mental representation, thoughts, desires, and expectations. This ability is not innate: it needs to be developed within a safe, affective environment, which in psychoanalytic group psychotherapy is achieved by maintaining a stable internal and external setting while containing anxieties. MNT interventions are part of the therapist’s role (Bateman and Fonagy, 2012), while DYN interventions correspond to either the therapist or the participants over the course of the sessions.

At the beginning of these group sessions, communication is generally radial, i.e., it diverges outwards toward the participants from the formal leader of the group, the therapist. With time, it becomes circular, with participants spontaneously intervening and demonstrating interest in each other. This shift in the direction of communication is an indicator of the group process, and our aim was to objectively analyze this process by studying the therapist’s interventions.

The main aim of this study was to apply polar coordinate analysis to analyze conversation turn-taking and DYN and MNT interventions in a group therapy program involving a lead therapist, a co-therapist, and six adolescents. The program consisted of 24 group sessions, divided into four blocks, held over a period of 8 months.

MATERIALS AND METHODS

Design
In this mixed-methods study, we applied systematic observation, which meets the rigorous standards of scientific inquiry while at the same time offers the flexibility needed in real-life settings. Observational methodology permits the capture of spontaneous behaviors as they occur in a natural environment (Sackett, 1978; Anguera, 1979, 2003; Bakeman and Quera, 1995b, 2011; Portell et al., 2015a,b). It is thus an ideal methodology for studying communication in group therapy, and has proven to be suitable for studying the changes that occur over the course of therapy (Pascual-Leone et al., 2009).

There are eight possible study designs in observational methodology (Blanco-Villaseñor et al., 2003; Sánchez-Algarra and Anguera, 2013). The design used in this study was N/F/M (nomothetic/follow-up/multidimensional). It was nomothetic because we conducted a parallel analysis of the therapist, the co-therapist, and six adolescents, follow-up because we performed both intersessional analyses (24 successive sessions) and intrasessional analyses (sequential recording of all behaviors from the start to finish of each session), and multidimensional because the ad-hoc observation instrument contained various dimensions selected on the basis of the theoretical framework and our experience.

The systematic observation was non-participative and the behaviors were highly perceivable.

Participants
There were eight participants: the therapist (T), the co-therapist (coT), and six adolescents (G, D, JM, F, L, M). The adolescents (four boys and two girls) had requested support at the Center for Child and Adolescent Mental Health of the Eulàlia Torras de Beà Foundation in Barcelona, Spain. They all had difficulties relating to others and difficulties learning at school; they had normal or normal-low intelligence according to the Weschler Intelligence Scale for Children—Fourth Edition (WISC-IV, Weschler, 2006). Two had a mild behavioral disorder, three had anxiety problems, and one tended to disconnect (Table 1, codes ICD-9-CM, Ministerio de Sanidad, Servicios Sociales e Igualdad, 2014).

The inclusion criteria were (a) an age of 12–15 years and (b) recommendation for group therapy following diagnostic evaluation at the Mental Health Center. The exclusion criteria were (a) anticipated difficulty attending all the therapy sessions and (b) contraindication for group therapy.

The group was led by an expert therapist, assisted by a co-therapist who participated as an observer. Both were clinical psychologists trained in group psychoanalytic psychotherapy. In accordance with the principles of the Declaration of Helsinki and the Ethical Code of the General Council of the Official College of Psychologists of Spain, the participants were informed that they were being filmed. They were shown the location of the video cameras, which were positioned discretely to minimize reactivity bias. Informed consent was also obtained from the parents of the minors.

Instruments
In systematic observation (Anguera, 2003; Sánchez-Algarra and Anguera, 2013), a distinction is made between recording instruments (i.e., those used to record or code data) and observation instruments (purposed-designed instruments to analyze a given subject).

<table>
<thead>
<tr>
<th>Pseudonym</th>
<th>Age</th>
<th>Gender</th>
<th>Total IQ</th>
<th>Diagnosis (ICD-9-CM CODES)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gabriel</td>
<td>14</td>
<td>Male</td>
<td>111</td>
<td>313.83/315.02/313.81.1</td>
</tr>
<tr>
<td>Danny</td>
<td>14</td>
<td>Male</td>
<td>110</td>
<td>309.23/313.0</td>
</tr>
<tr>
<td>John M.</td>
<td>14</td>
<td>Male</td>
<td>92</td>
<td>309.23/300.00.1/301.4.01</td>
</tr>
<tr>
<td>Fred</td>
<td>13</td>
<td>Male</td>
<td>90</td>
<td>309.23/297.3</td>
</tr>
<tr>
<td>Lucy</td>
<td>15</td>
<td>Female</td>
<td>84</td>
<td>309.23/315.5/313.81.1</td>
</tr>
<tr>
<td>Meg</td>
<td>13</td>
<td>Female</td>
<td>110</td>
<td>309.23/300.21/300.2</td>
</tr>
</tbody>
</table>

Pseudonyms have been used to protect confidentiality.
TABLE 2 | Dimensions and category systems in the observation instrument for therapists and patients.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Category systems</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DYN Facilitating of conversation</td>
<td>DYN = {FF, FO, RP, RT, QA, QC, QV}</td>
<td>Facilitating of conversation. Suitable questions or requests to start or enhance dialogue; routines such as greetings and other conversational rituals; requests for clarification; verification questions; full or partial repetitions of a previous intervention in the form of a statement or a question; vocalizations indicating that the communication channel is still open. FF = Phatic function. Vocalization indicating that the communication channel is still open. It indicates continued attention and cooperation, without the addition of new information. Typical vocalizations are &quot;hmmn,&quot; &quot;hum,&quot; or &quot;aha.&quot; FO = Conversational routines or rituals, such as greetings or expressions of gratitude. RP = Total or partial reproduction of a previous utterance in the form of a statement not a question. This could be an answer to a request for clarification or it could have a phatic function, such as, for example, when the speaker simply echoes what a person has just said, indirectly encouraging them to continue. RT = Bringing back a topic of conversation. Intervention in which a participant brings back a subject previously brought up by another participant after a change of subject (CT) or interruption, thus making sure it is not forgotten. QA = Expressive question. Request, question, or series of adequate questions to start or promote dialogue and keep the main topic of conversation flowing. The person gives the turn to another person and shows interest in them. QC = Clarifying question. Question asking for clarification about what is happening. The person intervenes to clarify their own confusion and/or surprise in the form of a question. The speaker asks about a particular topic, doubt, or puzzlement, or about expressions, gestures, noises, or laughter he/she has not understood. It is a strategy used by the therapist when the adolescents are &quot;doing their own thing.&quot; QV = Repetition of a previous statement in the form of a question. It is used to confirm what has just been said. It has a phatic function, as the speaker is conveying that the communication channel is still open. It can also be a strategy to emphasize a particular word or intervention.</td>
</tr>
<tr>
<td>MNT</td>
<td>MNT = {MNT}</td>
<td>Reflective function. Interventions focused on promoting thought, reflection, and understanding of oneself and one's relationships with others. They seek to stimulate the ability to understand what is happening in the minds of others. They are used by the therapist and can be directed at an individual or at the group as a whole. They include emphatic interventions, which put words to other participants' feelings.</td>
</tr>
<tr>
<td>EXP</td>
<td>EXP = {RA EC CD RB}</td>
<td>Expressivity. Interventions and answers manifesting the thoughts and/or feelings of the person speaking; adding new content to the conversation; short answers; sequences of words that continue the main subject of conversation; interventions that revisit subjects already dealt with.</td>
</tr>
<tr>
<td>DEF</td>
<td>DEF = {RD_N_P CT}</td>
<td>Defensive expressions. Interventions in which the participant avoids answering a previous question; verbalizations expressing the opposite of what has been said or done; projection of conflicts onto others; changing of subject.</td>
</tr>
<tr>
<td>DIS</td>
<td>DIS = {ED PD}</td>
<td>Discourse. Interventions expressing dislike, disagreement, distaste, or defiance.</td>
</tr>
<tr>
<td>ORD</td>
<td>ORD = {ORD}</td>
<td>Ordering. Prescriptive verbalizations, authoritarian demands (including exclamations).</td>
</tr>
<tr>
<td>HUM</td>
<td>HUM = {R EO}</td>
<td>Humor. Interventions with a clearly ironic/wry intention, jokes, jibes, and laughter.</td>
</tr>
<tr>
<td>CFR</td>
<td>CFR = {CFR}</td>
<td>Confrontation. Verbal interventions used by participants to express what they feel is happening in the group or see in some of their peers. They mirror the behavior of another. Peer feedback.</td>
</tr>
<tr>
<td>EX</td>
<td>EX = {EX}</td>
<td>Exclamation. Onomatopoeic word or words indicating a strong emotion of surprise, joy, or sadness.</td>
</tr>
<tr>
<td>S4</td>
<td>S4</td>
<td>Degradation of vocal behavior. Failed spontaneous interventions, interventions that progressively become weaker, abandoning of turn.</td>
</tr>
<tr>
<td>WHI</td>
<td>WHI = {S5}</td>
<td>Whispering. Talking in a low voice, with the intention of being heard by only a few people, establishing complicity. It leads to confused murmur.</td>
</tr>
<tr>
<td>TO</td>
<td>TO = {TO}</td>
<td>Touching. Intentional physical contact with another person.</td>
</tr>
<tr>
<td>NOI</td>
<td>NOI = {MO S2 S3}</td>
<td>Noise. Noise or noises produced by a person, through their body (e.g., sneezing, burping, clapping), interaction with an object (e.g., chair, table, wall), or movement.</td>
</tr>
<tr>
<td>S1</td>
<td>S1</td>
<td>Surrounding noise. Sounds from outside the therapy room that are loud enough to be clearly heard.</td>
</tr>
<tr>
<td>Q</td>
<td>Q = {Q}</td>
<td>Silence. No words. Indicates no behavior.</td>
</tr>
</tbody>
</table>
Recording Instrument
The group sessions were recorded using two video cameras, two microphones, two video units, and two screens comprising a closed-circuit television system. The dataset was built in the software program GSEQ5, v.5.1 (Bakeman and Quera, 2011) using an initial transcription of the video content. In accordance with the principles of the Declaration of Helsinki and the Ethical Code of the General Council of the Official College of Psychologists of Spain, the participants were informed that they were being filmed. They were shown the location of the video cameras, which were positioned discreetly to minimize reactivity bias.

According to the terminology proposed by Bakeman (1978), the data recorded were type II data, i.e., they were concurrent (as we considered various dimensions and each behavior needs to be coded using a specific code) and event-based (as the behaviors were coded as they occurred, thereby providing information on order and sequence, two essential factors for our study). It is also possible to record duration, but this was not relevant to the purpose of our study. Once annotated, each behavior generates a co-occurrence of codes (corresponding to the different dimensions) and is methodologically considered to be a multievent (Bakeman, 1978). A total of 30,436 multievents were coded in our study.

Observation Instrument
The ad-hoc observation instrument used in the study combined a field format and category systems. It is a flexible instrument in which the different dimensions considered can be broken down into different categories according to the theoretical framework and experience. Considering the specific goals of the study and based on previous experiences (Arias and Anguera, 2004, 2005), the observation instrument was redesigned to include 15 forms of communication. These forms, or dimensions of communication, were derived from the work of Torras de Beà (2013) on group psychotherapy and of Tusón (1995) and Calsamiglia and Tusón (1999) on conversation analysis.

The 15 dimensions included in the observation instrument are Facilitating of conversation, Reflective function, Expressivity, Defensive expressions, Dislike, Ordering, Humor, Confrontation, Exclamation, Degradation of vocal behavior, Whispering, Touching, Noise, Surrounding noise, and Silence (Table 2). Each of these dimensions was broken down to build a category system that fulfilled the requirements of exhaustivity and mutual exclusivity (Anguera, 2003).

It should be noted that some dimensions gave rise to a single category, but given their conceptual relevance, we considered it important to include them as dimensions in the instrument. The dimensions and categories are shown in Table 2.

Procedure
The parents of the six adolescents were notified that their children had been proposed for group therapy after a diagnostic evaluation period. In addition, they all agreed to participate in a parallel group led by another therapist.

All the sessions were video-recorded and transcribed in full. Thirty sessions were held but due to technical difficulties with the recording, six were discarded because of poor audio. Therefore, 24 sessions were included in the final analysis. Each of the sessions lasted an hour. The sessions were grouped into four periods spanning an 8-month period.

Data Quality Control Analysis: Inter-observer Agreement
For the data quality control analysis, two observers analyzed and coded four of the therapy sessions. They had been previously
trained using the approach described by Anguera (2003). Agreement was assessed quantitatively using Cohen’s kappa statistic (Cohen, 1960, 1968) in GSEQ5 (version 5.1) following the recommendations of Bakeman and Quera (1995a,b, 2001, 2011). According to the criteria of Landis and Koch (1977), the level of agreement was “almost perfect”, with kappa values ranging between 0.86 and 0.93 for all the sessions.

**Data Analysis**

Polar coordinate analysis was used to analyze DYN and MNT interventions in accordance with the study objective. Polar coordinate analysis is a commonly used quantitative analytical method in observational methodology that identifies the statistical relationship between a behavior of interest (referred to in polar coordinate analysis as the *focal behavior*) and other behaviors (referred to as *conditional behaviors*). Associations between pairs of behaviors are represented graphically by vectors. Polar coordinate analysis requires a prior stage consisting of lag sequential analysis (Bakeman, 1978, 1991), a technique used to reveal behavioral patterns based on occurrence of behaviors after (prospective) or before (retropective) a given behavior (as the focal behavior is known in lag sequential analysis). The technique is based on calculating conditional and unconditional probabilities (based, respectively, on matched frequencies and simple frequencies) for each of the time lags considered, which may be positive or negative.

Lag sequential analysis produces large volumes of data, which are subsequently reduced through a powerful data reduction algorithm based on the $Z_{\text{sum}} = \frac{\sum z}{\sqrt{n}}$ parameter proposed by Cochran (1954), where $z$ is the standard value corresponding to each lag for each of the conditional behaviors (known as *target behaviors*) and $n$ is the number of lags considered. The $Z_{\text{sum}}$ is calculated for each target behavior for both positive lags (prospective $Z_{\text{sum}}$) and negative lags (retrospective $Z_{\text{sum}}$). The technique thus yields a statistical relationship between the given behavior and each of the target behaviors, which is reflected by a prospective and a retrospective $Z_{\text{sum}}$ value, as proposed by Sackett (1980, 1987). To optimize the procedure, Anguera (1997) proposed a modification to the original technique (1980, 1987) based on the concept of genuine retrospectivity. This modified technique has been used on multiple occasions in the past two decades and was employed in the current study.
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**Figure 1** | Characteristics of the quadrants in which the vectors are located according to the activation (+) or inhibition(−) sign carried by the Prospective and Retrospective $Z_{\text{sum}}$ values.
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**Figure 2** | Vectors corresponding to interventions by the therapist (T) as the focal behavior and interventions by the participants (G, D, JM, F L, and M), interventions by the co-therapist (coT), and silence (Q) as conditional behaviors. Session blocks 1-2-3-4 (from left to right).
Polar coordinate analysis integrates the prospective and retrospective perspectives with the help of a vectorial map that contains four quadrants in which the prospective and retrospective $Z_{sum}$ values are plotted along the X and Y axis, respectively. Each target behavior analysis thus can be located in one of the four quadrants depending on the combination of negative/positive signs (Table 3).

Polar coordinate analysis uses the prospective and retrospective $Z_{sum}$ values for each conditional behavior to calculate the length and angle of the corresponding vector, thus allowing these to be graphically represented. The length of the vector is $\sqrt{(Z_{sum,Prospective}^2 + Z_{sum,Retrospective}^2)}$, and is considered to be statistically significant ($p < 0.05$) when it exceeds 1.96. The angle of the vector is calculated as follows: \[ \phi = \arcsin \left( \frac{Z_{sum,Retrospective}}{Z_{sum,Prospective} + Z_{sum,Retrospective}} \right) \]

The means of the different quadrants are shown in Figure 1.

Quadrants I and III are symmetrical in terms of the relationship they depict between the focal behavior and the different conditional behaviors they contain. Quadrant I (++) indicates mutual activation while quadrant III (−) indicates mutual inhibition. Quadrants II and IV, in turn, depict asymmetrical relationships. Quadrant II (−+) indicates that the focal behavior inhibits but at the same time is activated by the conditional behaviors, while quadrant IV (+−) indicates the opposite (i.e., the focal behavior activates and is inhibited by the corresponding conditional behaviors).

The polar coordinate analysis for this study was performed in HOISAN v. 1.6.3.2 (Hernández-Mendo et al., 2012), which contains all the necessary modules and also produces partial results for adjusted residuals and z values in addition to analytical parameters and polar coordinate maps. The analysis was conducted by exporting the data file from GSEQ5 to HOISAN.

Polar coordinate analysis has been used in certain areas of clinical psychology, such as groups of children with autistic siblings (Venturella, 2016). It has also been widely applied in sports (Perea et al., 2012; Robles-Prieto et al., 2014; Echeazarra et al., 2015; López-López et al., 2015; Morillo-Baro et al., 2015; Sousa et al., 2015; Castañer et al., 2016, 2017; Aragón et al., 2017) and school settings (Herrero Nivela, 2000; Anguera et al., 2003; López et al., 2016; Santoyo et al., 2017). As a final note of interest, when Sackett (1980) first presented polar coordinate analysis, he used it to study turn-taking in conversation.

RESULTS AND DISCUSSION

In the sections below, we describe the relationships detected between interventions by the therapist and the group participants using polar coordinate analysis.

### TABLE 4 | Polar coordinate analysis results with interventions by the therapist (T) as the focal behavior and DYNT categories (broken down) and MNT as conditional behaviors.

<table>
<thead>
<tr>
<th>Category Quadrant</th>
<th>Prospective perspective</th>
<th>Retrospective perspective</th>
<th>Ratio</th>
<th>Radius</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BLOCK 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QA IV</td>
<td>2.36</td>
<td>−3.87</td>
<td>−0.85</td>
<td>4.54 (*)</td>
<td>301.4</td>
</tr>
<tr>
<td>QC III</td>
<td>−4.61</td>
<td>−4.61</td>
<td>−0.71</td>
<td>6.52 (*)</td>
<td>224.98</td>
</tr>
<tr>
<td>FF II</td>
<td>−0.42</td>
<td>1.94</td>
<td>0.98</td>
<td>1.99 (*)</td>
<td>102.32</td>
</tr>
<tr>
<td>FO IV</td>
<td>0.11</td>
<td>−1.99</td>
<td>−1</td>
<td>2 (*)</td>
<td>273.02</td>
</tr>
<tr>
<td>RP I</td>
<td>1.28</td>
<td>5.16</td>
<td>0.97</td>
<td>5.32 (*)</td>
<td>76.07</td>
</tr>
<tr>
<td>QV III</td>
<td>−1.53</td>
<td>−1.59</td>
<td>−0.72</td>
<td>2.2 (*)</td>
<td>226.01</td>
</tr>
<tr>
<td>RT II</td>
<td>−0.07</td>
<td>0.31</td>
<td>0.98</td>
<td>0.32</td>
<td>102.7</td>
</tr>
<tr>
<td>MNT III</td>
<td>−3.91</td>
<td>−1.89</td>
<td>−0.44</td>
<td>4.34 (*)</td>
<td>205.83</td>
</tr>
<tr>
<td><strong>BLOCK 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QA IV</td>
<td>4.9</td>
<td>−1.81</td>
<td>−0.35</td>
<td>5.22 (*)</td>
<td>339.72</td>
</tr>
<tr>
<td>QC III</td>
<td>−3.54</td>
<td>−2.49</td>
<td>−0.58</td>
<td>4.33 (*)</td>
<td>215.2</td>
</tr>
<tr>
<td>FF I</td>
<td>1.36</td>
<td>3.06</td>
<td>0.91</td>
<td>3.35 (*)</td>
<td>66.01</td>
</tr>
<tr>
<td>FO I</td>
<td>0.74</td>
<td>2.15</td>
<td>0.95</td>
<td>2.28 (*)</td>
<td>71.07</td>
</tr>
<tr>
<td>RP I</td>
<td>4.83</td>
<td>6.78</td>
<td>0.81</td>
<td>8.53 (*)</td>
<td>54.5</td>
</tr>
<tr>
<td>QV I</td>
<td>1.46</td>
<td>1.07</td>
<td>0.59</td>
<td>1.81</td>
<td>36.25</td>
</tr>
<tr>
<td>RT II</td>
<td>−2.56</td>
<td>0.47</td>
<td>0.18</td>
<td>2.61 (*)</td>
<td>169.63</td>
</tr>
<tr>
<td>MNT II</td>
<td>−2.88</td>
<td>1.96</td>
<td>0.56</td>
<td>3.48 (*)</td>
<td>145.78</td>
</tr>
<tr>
<td><strong>BLOCK 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QA L</td>
<td>14.08</td>
<td>6.32</td>
<td>0.41</td>
<td>15.43 (*)</td>
<td>24.17</td>
</tr>
<tr>
<td>QC III</td>
<td>−1.11</td>
<td>−3.01</td>
<td>−0.94</td>
<td>3.21 (*)</td>
<td>249.85</td>
</tr>
<tr>
<td>FF I</td>
<td>3.49</td>
<td>5.31</td>
<td>0.84</td>
<td>6.35 (*)</td>
<td>56.66</td>
</tr>
<tr>
<td>FO I</td>
<td>3.61</td>
<td>4.11</td>
<td>0.75</td>
<td>5.47 (*)</td>
<td>48.65</td>
</tr>
<tr>
<td>RP I</td>
<td>3.72</td>
<td>4.87</td>
<td>0.79</td>
<td>6.13 (*)</td>
<td>52.64</td>
</tr>
<tr>
<td>QV I</td>
<td>5.39</td>
<td>3.69</td>
<td>0.56</td>
<td>6.54 (*)</td>
<td>34.38</td>
</tr>
<tr>
<td>RT II</td>
<td>−2.11</td>
<td>3.14</td>
<td>0.83</td>
<td>3.78 (*)</td>
<td>123.86</td>
</tr>
<tr>
<td>MNT II</td>
<td>−0.32</td>
<td>5.49</td>
<td>1</td>
<td>5.5 (*)</td>
<td>93.33</td>
</tr>
<tr>
<td><strong>BLOCK 4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QA I</td>
<td>10.12</td>
<td>4.3</td>
<td>0.39</td>
<td>10.99 (*)</td>
<td>23.01</td>
</tr>
<tr>
<td>QC IV</td>
<td>0.38</td>
<td>−1.51</td>
<td>−0.97</td>
<td>1.56</td>
<td>284.25</td>
</tr>
<tr>
<td>FF I</td>
<td>4.96</td>
<td>6.75</td>
<td>0.81</td>
<td>8.38 (*)</td>
<td>53.72</td>
</tr>
<tr>
<td>FO I</td>
<td>4.7</td>
<td>3.78</td>
<td>0.63</td>
<td>6.03 (*)</td>
<td>38.83</td>
</tr>
<tr>
<td>RP I</td>
<td>4.59</td>
<td>5.54</td>
<td>0.77</td>
<td>7.2 (*)</td>
<td>50.39</td>
</tr>
<tr>
<td>QV I</td>
<td>4</td>
<td>1.46</td>
<td>0.34</td>
<td>4.26 (*)</td>
<td>20.04</td>
</tr>
<tr>
<td>RT II</td>
<td>−1</td>
<td>2.74</td>
<td>0.94</td>
<td>2.91 (*)</td>
<td>110.1</td>
</tr>
<tr>
<td>MNT I</td>
<td>3.86</td>
<td>9.43</td>
<td>0.93</td>
<td>10.19 (*)</td>
<td>67.76</td>
</tr>
</tbody>
</table>

*Significant relationships ($p < 0.05$) between the focal behavior and conditional behaviors.

### Relationships between Turn-Taking by the Therapist, Turn-Taking by the Participants and the Co-therapist, and Silence

The focal behavior was intervention by the therapist (T) and the conditional behaviors were interventions by the participants (G, D, JM, F L, and M), interventions by the co-therapist (coT), and silence (Q) in the four blocks of sessions spanning 8 weeks.

As shown in Table 3, the majority of results were significant.

The graphs in Figure 2 show the vectors representing turn-taking by the participants and the co-therapist and silence. In the case of the adolescents, some of the vectors are located...
in the mutual inhibition quadrant (quadrant III) while others are located in the mutual activation quadrant (quadrant I). On analyzing the four blocks of sessions grouped by time, it can clearly be seen that the turn-taking behavior by D, L, and M changed over the course of therapy, that of the co-therapist and silence remained stable.

**Relationship between the Therapist and DYN and MNT Interventions**

Again, the focal behavior was intervention by the therapist (T) and the conditional behaviors were the DYN categories FF, FO, RP, RT, QA, QC, and QV and the MNT category.

The majority of results in this case were also significant (Table 4).

The graphs in Figure 3 show the vectors for the different relationships distributed among the four quadrants. On examining the figures by blocks of time, it can be seen that the vectors tend to form clusters, with the majority located in the mutual activation quadrant (quadrant I) by the end of the therapy. Note that the length of the radius for repetition (RP) and the quadrant in which it was located (quadrant I) remained stable over the four periods.

Below we discuss the significance of the relationships detected by polar coordinate analysis in five sections. We also illustrate our findings with clinical vignettes containing coded transcripts of the interventions.

**Turn-Taking by the Therapist and the Adolescents**

All the significant results are located in two opposing quadrants, indicating two clearly differentiated types of relationship: mutual activation and mutual inhibition. The therapist always facilitates intervention by Fred, the participant with the greatest difficulty relating to others, and in the early phases of therapy, she also encourages interaction from Danny, John M, and Meg. Her interventions never activate those of the two impulsive participants, Gabriel and Lucy. This does not mean that she excludes these participants, simply that they intervene on their own initiative. The changes detected in Danny, John M, and Meg are an indication of the progress they make over the therapy.

| TABLE 5 | Clinical vignette 1. |
|--------------------------|
| Vignette 1 (Block 1). Danny has been on a trip to a museum with his school. |
| T – It's a different museum, right? [QA] |
| D – Yes, it was an industry. [RA] |
| T – It was an industry; is it located in an old factory? [RP] [QA] |
| D – Yes, in a factory, they used an industry from the 1960s. [RA] |
| T – Hmmm... And you said that you had to do an assignment? [FF] [PA] |
| D – They gave us a sheet of paper and we had to fill it in. [RA] |
| T – With the things you were seeing and the explanations they were giving you? [QA] |
| D – Yes. [FB] |

Block 1 is characterized by radial communication between the therapist and all the participants. Vignette 1 shows an example of an interaction between the therapist and Danny (Table 5).

However, not all interactions are the same. Gabriel and Lucy, for example, spontaneously take turns in these early sessions (Table 6).

Lucy raises conflicts about herself that interest everyone (Table 7).

John M is a reserved person with anxiety problems. He has difficulty intervening and when he does, he often mumbles, says very little, and adheres to what has just been said (Table 8).

Haen and Weil (2010) have highlighted the difficulties that adolescents have engaging during this initial stage of therapy. In our study, as the therapy progresses, the adolescents start to communicate much more naturally and spontaneously and bring up issues that concern them, such as going out, the end of the school year, and their expectations for the coming year. Vignette 5, which contains an excerpt from this last block, shows how Danny, John M, Lucy, and Meg chat freely amongst themselves, without encouragement from the therapist. Amidst jokes, exclamations, gestures, and laughter, they talk about meeting outside the group and about their fears of traveling alone on the train or underground for the first time (Table 9).

**Turn-Taking by the Therapist and the Co-therapist**

The co-therapist and the therapist was mutually activated (quadrant I). The co-therapist's interventions reflect
TABLE 6 | Clinical vignette 2.

Vignette 2 (Block 1). The topic of conversation is about getting down to studying and passing and failing subjects.

G – Yes, at the beginning you see it as far off. Well… that’s what I think, and you do nothing. [RA]
T – Hmmmm. [FF]
G – But then, when you see that you are getting bad marks, and that if you don’t get your act together, well, they will fail you, then you study. [EC]
T – Is that the same with all of you? [QA]
L – For me it’s the opposite. [RA]
T – Aha. [FF]
L – In the first, in the first term, well that was it, I had to study, and because I spent the summer studying…, I mean, I don’t care, the truth is that it doesn’t matter if it’s at the beginning of the year or at the end [EC]
G – That’s the bad thing, like she says, yes, because if you have to study in September, yuck! In my school, they do courses in July, right there, and I spend a month at school. They give you minimum goals and at the end of the course, they test you, you can do at least three…[EC]
L – Yeah, well imagine if you’ve got seven subjects left for the summer, for September. [EC]

TABLE 7 | Clinical vignette 3.

Vignette 3 (Block 1).

Lucy has just explained that she has been to different schools:

T – And now, how are you? (current school) [QA]
L – Fine, but I don’t like it, I don’t like any of the girls in my class. [RA]
T – What do you mean? What don’t you like about the girls in your class? [QC] [QA]
L – That they’re always saying I’m very childish because I don’t wear make-up or show my thighs, I don’t like that! [RA]
T – Hmmmm. [FF]
L – And they say I’m very childish because I’m 15 but I don’t like wearing make-up or going off into corners kissing guys. I’m not into that, but that’s what they appear to do. [EC]
T – Hmmmm. [FF]
L – And when they ask me if I’m coming with them, I don’t go. I’m not into that. [EC]
T – Hmmmm. What do the rest of you think about what Lucy is saying? [FF] [QA]
M – Good. [RB]
T – Good. What do you mean? [RP] [QC]
M – That… She will end up better than them, they’re the ones going astray. [RA]

TABLE 8 | Clinical vignette 4.

Vignette 4 (Block 1).

The topic of conversation is about marks and exams. They have all explained how they are assessed. John M says nothing until the therapist asks him directly.

T – And what about you, John M? How are you assessed? [QA]
JM – Like her. [RA]
I suppose you’re referring to Lucy, who has just spoken.
T – Exactly exactly like her? [QA]
JM (in a low voice)- Yes [RB]

TABLE 9 | Clinical vignette 5.

Vignette 5 (Block 4).

Lucy is explaining that she’s going to be in a play in a village near the Mental Health Center. Meg asks her directly:

M (addressing L) – And you don’t feel embarrassed? [QA]
L – Yes, and they say that they’re going to throw eggs at us. [RA]
D – Jeez. [EE]
JM – Count me in. [EO]
D – You know what I mean, yahoo! One by one! (gestures of throwing eggs) [EO] [EE] [EC]
JM – Haha. [R]
L – I hope they’re joking, because if not, they’ll get in trouble. [CFR]
M (addressing L) – Can you get there by train? [QA]
L – Yes. [RB]
M (in a low voice) – Darn. [EE]
D – If you can get there by train? [RT]
D – I’ll bring some hens, hahaha. [EO] [R]
JM – Let’s go, yay! [EO] [EE]
M – You get there by train? [PV]
D – Yes! [RB]
L – Or you can go by car or… [EC]
D – There are tracks and a station, hahaha. [EO] [R]
M – Bah! I’m not going by train. [EE] [EC]
JM – Hee hee. [R]
JM – Hee hee hee. How are you going to go, on foot? Haha. [R] [EC] [R]
JM – Haha. [R]
M – Haha. No. [R] [RB]
M – No, because of what happens to her with the underground (referring to being afraid to ride alone) [EXP]
JM and D in unison – The same things happens to you with the train. [CFR]
M – No, because the first time I go on a train alone, well … [DEF]
D – You’ll get lost… [CFR]
M – No…[DEF]

The Therapist and DYN Interventions

The different strategies for facilitating conversation (FF, FO, RP, RT, QA, QC, and QV) showed varying patterns of change over the course of therapy but converged at the end.

Repetition (RP) was the most powerful strategy, as it activated conversation from the start of the therapy program. The next most powerful strategies were phatic function (FF) and greetings (FO). The transcripts of the sessions show that in the early sessions, it was the therapist who verbally greeted the adolescents (by saying hello and goodbye). However, few of them responded
TABLE 10 | Clinical vignette 6.

Vignette 6 (block 2). The therapist challenges the participants with questions, she takes them to a level of mentalization that they are not ready for yet and they become inhibited.

T – Why are we coming to the group? And why? We are all coming for something, aren’t we? [MNT]
Silence. [Q]
T – Why do you think you are coming? How are we trying to help you here? [MNT]
Silence. [Q]
T – Maybe we have to go over this again... [EXP]

TABLE 11 | Clinical vignette 7.

Vignette 7 (block 3). At another moment, silence allows the adolescents to express themselves with sincerity:

T – How would you like your parents to treat you? What do you expect? [MNT]
Silence. [Q]
D – Them not to use such tough punishments [EXP]
T – Not to use such tough punishments [EXP]
G – They always use the worst possible punishments [EXP]
T – The worst? What does that mean, what you like most? [QV] [MNT]
G – Yes, they punish you with the things you like most. [EC]
T – And what happens then? How do you feel? [MNT]
G (in a very low voice) – Crap... [EXP]
Silence. [Q]
T – How do you all feel? Do you get discouraged? Do you feel that they are disheartening you? [MNT]
Silence. [Q]

and the others returned the greeting or made a non-verbal gesture. This behavior changes after the first block, indicating an increase in reciprocity between the therapist and the participants.

The appearance of QA (questions directed at others) in the second half of the therapy is, in our opinion, a highly significant indicator of the group process. It tells us that the communication is no longer radial and that the adolescents have achieved one of the most important benefits of group therapy, which is showing an interest in others (Yalom, 2005) in the presence of the therapist.

TABLE 12 | Clinical vignette 8.

Vignette 8 (Block 3)

This silence expresses the difficulty talking about sexuality.
T – Maybe you talk about condoms at school, do you? Amongst ourselves too, right? [QA]
Silence. [Q]
T – No? [PV]
JM – Haha. [R]
G – Haha. [R]
T – Jokingly, jokingly, it makes you laugh. I think that it is, that it’s something that’s talked about at school, about their use, right? [MNT] [QA]
Silence. [Q]
T – You’re all a little quiet, aren’t you? Eh? What do you think about condoms? Do you know anything? Do you talk about them with each? [MNT] [A]
Pause. [Q]
T – Before you were talking about AIDS, somebody said this word like with a lot of disgust, about the risk of infection... [MNT]
G burps and covers his mouth, mumbles something to D that I don’t understand. [NOI] [S4]
D – Brrr. [EE]
G – But blood doesn’t have to come out to get an infection. [EXP]

Bringing back a central topic of conversation (RT) and suggesting looking at this in greater depth was only done by the therapist.

At the end of therapy, all the categories in the DYN dimension except RT are located in the mutually activating quadrant. This supports the idea that the communication strategies used by the therapist were adopted by the participants, enabling them to talk more autonomously and facilitating their personal growth (Yalom, 2005; Torras de Beà, 2013).

The Therapist and MNT Interventions

The changes observed in the MNT category, which corresponds to interventions aimed at improving the adolescents’ mentalization abilities, also reflect interesting aspects of the group process. The MNT category changed from inhibitory (quadrant III) to partially inhibitory (quadrant II) and finally to mutually activating (quadrant I). The changes also show that the therapist’s role changed over time, as mentalization strategies were only used by her. We can deduce that the participants gradually overcame their early inhibitions and dependence and acquired more sophisticated mentalizing abilities, helping them to become more aware of themselves and of others. This result is consistent with the concept known as the interpretative function of the therapist within the theories of Foulkes (1986) and Torras de Beà (2013).

CONCLUSIONS

Polar coordinate analysis provides a new approach for gaining insights into dialogue in group psychotherapy. The results show that the technique provides a novel means of analyzing the role of the therapist and describing her conversational style. The therapist proved to be an expert in creating a communicative environment that allowed the adolescents to...
grow. She employed four core strategies: (1) she did not facilitate communication equally for all participants, (2) she encouraged turn-taking by the more inhibited members of the group, (3) she stimulated conversation from the early stages of therapy, and (4) she promoted mentalization toward the end of therapy.

We were particularly pleased to see that the use of repetition (RP) facilitated communication flows from the beginning. The positive results indicate that rather than simply acting as an echo or a loudspeaker, this strategy produces a mirroring effect similar to that described in the social biofeedback theory of parental affect-mirroring (Gergely and Watson, 1996), in which the person talking, apart from being listened to, is brought into a mirror-like interaction. This regulatory effect is a prerequisite for the mentalization process that facilitates the development of the self (Fonagy et al., 2002).

Observational methodology and polar coordinate analysis could prove to be of great value for detecting changes in psychotherapy models based on spoken conversation.
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Parental and Infant Gender Factors in Parent–Infant Interaction: State-Space Dynamic Analysis
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This study aimed to investigate the influence of parental gender on their interaction with their infants, considering, as well, the role of the infant’s gender. The State Space Grid (SSG) method, a graphical tool based on the non-linear dynamic system (NDS) approach was used to analyze the interaction, in Free-Play setting, of 52 infants, aged 6 to 10 months, divided into two groups: half of the infants interacted with their fathers and half with their mothers. There were 50% boys in each group. MANOVA results showed no differential parenting of boys and girls. Additionally, mothers and fathers showed no differences in the Diversity of behavioral dyadic states nor in Predictability. However, differences associated with parent’s gender were found in that the paternal dyads were more “active” than the maternal dyads: they were faster in the rates per second of behavioral events and transitions or change of state. In contrast, maternal dyads were more repetitive because, once they visited a certain dyadic state, they tend to be involved in more events. Results showed a significant discriminant function on the parental groups, fathers and mothers. Specifically, the content analyses carried out for the three NDS variables, that previously showed differences between groups, showed particular dyadic behavioral states associated with the rate of Transitions and the Events per Visit ratio. Thus, the transitions involving ‘in–out’ of ‘Child Social Approach neutral – Sensitive Approach neutral’ state and the repetitions of events in the dyadic state ‘Child Play-Sensitive Approach neutral’ distinguished fathers from mothers. The classification of dyads (with fathers and mothers) based on this discriminant function identified 73.10% (19/26) of the father–infant dyads and 88.5% (23/26) of the mother–infant dyads. The study of father-infant interaction using the SSG approach offers interesting possibilities because it characterizes and quantifies the actual moment-to-moment flow of parent–infant interactive dynamics. Our findings showed how observational methods applied to natural contexts offer new facets in father vs. mother interactive behavior with their infants that can inform further developments in this field.
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INTRODUCTION

In the last three decades, greater recognition has been given to the role of the father in child development (NIDCH Early Child Care Research Network, 2000; Tamis-LeMonda et al., 2004; Lamb, 2010). Moreover, father involvement predicts the quality of family interactions from the earliest stages of a child’s life (Simonelli et al., 2016). Wider involvement of fathers in the rearing and caring for their infants leads to increased opportunities for early interactions (Pleck, 2010). In this respect, the focus should be on, not only the amount of time the father spends with his infant but also, more importantly, how he uses that time and the quality of the relationship, using objective measures (Yago et al., 2014).

Studying father–infant interactions goes beyond the interest in the specific area itself because the quality of interaction has a strong relationship with the child’s development and attachment (Shaw et al., 2005; Kochanska et al., 2008). In the area of early interaction and attachment, researchers have been traditionally focused on the mother as primary caregiver, to which the use of the Maternal Sensitivity construct has been central (Ainsworth et al., 1974). However, according to Bowlby (1969/1982), the child’s choice of attachment figure depends on who cares for him, or her, and on the composition of the family. Therefore, other people can fulfill the role of primary caregiver. Moreover, the child’s relationships with other figures who share the role of caregiver, along with the primary caregiver, were an area of concern previously noted by Mary Ainsworth herself (Ainsworth et al., 1978).

Father–Infant Interaction vs. Mother–Infant Interaction

Research findings involving mothers and fathers interacting with babies shows a mixed picture. Some studies, involving children aged from 9 to 24 months, find differences between mothers and fathers. Thus, in contrast with mothers, fathers observed in free-play, were less sensitive and often intrusive, for example, introducing questions or requiring information that may interfere with play (Leaper, 2000; Volling et al., 2002; Lovas, 2005; Kwon et al., 2012; Hallers-Haalboom et al., 2014; Fuertes et al., 2016). Likewise, Feldman and Klein (2003) found that fathers interacting more through contact and physical play, were usually less positive, more unpredictable, and characterized by sudden peaks of emotional intensity. Fathers used more stimulation and exploratory play and less emotional support behaviors (Grossmann et al., 2008).

Other studies, involving a wider range of child ages, from 0 to 36 months, find no differences between fathers and mothers in the quality of interactions with their children (e.g., Goossens and van IJzendoorn, 1990; Braungart-Rieker et al., 2001; Lewis and Lamb, 2003; John et al., 2012; Yago et al., 2014) or in the intensity of their negative affect (Ekas et al., 2011).

These studies involved infants of different ages from very young infants to toddlers (Braungart-Rieker et al., 2001; Yago et al., 2014) and different measures, from event-based schemes to rating scales (Volling et al., 2002; Ekas et al., 2011). Some of these studies compared mother and father with the same child (e.g., Yago et al., 2014) which could be clouding possible differences, as it is plausible that a partner influences the quality of parent–infant interaction. In fact, some research indicates that partners can become similar through the process of marital life (Easterbrooks and Goldberg, 1984; Osnat and Bonnie, 1995; Lundy, 2003). Especially during infancy, parents can rely on each other in searching and implementing successful strategies of interaction with their infant, leading to bidirectional modeling (Braungart-Rieker et al., 1998; Schoppe-Sullivan et al., 2007). Additionally, Barnett et al. (2008) found that perceived high level of marital quality was associated with interdependence of sensitive parenting behaviors in mother–infant and father–infant interactions. This could explain the high correlations between the scores obtained by couples of fathers and mothers in sensitivity and intrusiveness (Braungart-Rieker et al., 1998; Volling et al., 2002; Tamis-LeMonda et al., 2004; Hallers-Haalboom et al., 2014). Finally, most of the studies did not consider infant gender as a factor (Braungart-Rieker et al., 2001; Kwon et al., 2012).

Gender of Parents and Infants: Early Interaction

Two theoretical frameworks describe some mechanisms regarding differential parenting of boys and girls. The biosocial theory proposes that the parents use gender-differentiated parenting as a means of gender-role socialization (Eagly and Wood, 2002; Wood and Eagly, 2012) and gender schema theories (Bem, 1981; Markus et al., 1982) proposes that parenting would be affected by parents’ gender-role stereotypes.

Considering these two theories, Endendijk et al. (2016), conducted a meta-analysis of 126 observational studies, involving 15,034 families to examine parental differences with their sons and daughters. They used ‘autonomy-supportive strategy’ in parental behavior, that is, child-centered responding and promoting autonomy through support, conceptually similar to the construct of parental sensitivity as formulated within Attachment Theory (Bowlby, 1969/1982; Ainsworth et al., 1978) and controlling strategies, similar to parenting practices described within Coercion Theory (Patterson, 1982; Eddy et al., 1978). Contrary to their expectations, no overall gender-differentiated effect was found in autonomy-supportive strategies, and they found very small effects (d = 0.08) of child gender on parents’ use of control after excluding outlying effect sizes by which parents used more controlling strategies with boys than with girls.

Endendijk et al. (2016) in their meta-analytic study included boys and girls from 0 to 18 years. Although biosocial theory does not explicitly consider child age, it is plausible to expect some gender-specific parenting related with developmental level. With older children expressing their demands more clearly, parents would be more effective in adjusting their behavior to their demands. Hallers-Haalboom et al. (2014) reported that mothers responded in a more sensitive and non-intrusive way to their older children (between 2.5 and 3.5 years) compared to younger ones (12 months) without being influenced by infant gender.
Likewise, in the area of parental control some meta-analytic evidence supports this, for example, the findings reported by Leaper et al. (1998) by which gender differences in the mother's directive speech was more evident with older children than with younger ones. In contrast, other studies found that parental control decreases with the child's age in favor of child self-control (Endendijk et al., 2016). The combined effect size reported by Endendijk et al. (2016) for the differences in parental controlling: more with boys than with girls was largest in the youngest age group (0–2 years: $d = 0.16$). The findings for that age group were coming mainly from studies involving toddlers, because in the pool of 126 studies, 16.67% (21 studies) included children averaging in age from 1 to 2 years and only one study (Huber, 2012) included children whose average age was under 12 months.

Research suggests that parent–infant interaction can be affected, not only by the gender of children but also the parent's gender. However, Endendijk et al. (2016) testing only differential controlling of boys and girls in those studies which included fathers and mothers, found no effect of parental gender on the extent of their differential treatment of boys and girls.

In summary, there is no consensus about the extent to which parents treat their sons and daughters differently. Moreover, there are other factors, like the setting of the interaction, which may interact with the gender factor. Thus, in meta-analytic studies it has been found that differences of gender on interaction are often lower in relatively unstructured settings, such as free-play, than in structured tasks such as problem-solving (Leaper et al., 1998; Endendijk et al., 2016).

Therefore, the heterogeneity of measures, age, and settings, across studies in this field can prevent potential gender-differences being detected. However, even the existence of parental differences in the treatment of their children may be reflecting differences in parental practices which may be due to factors other than gender, like birth order (Lovas, 2005; Hallers-Haalboom et al., 2014). Some studies showed that fathers and mothers are more sensitive to the first child than to later ones. These differences were especially pronounced when the second born was the same gender as the firstborn, and fathers were more likely to show differential treatment than mothers (Van Ijzendoorn et al., 2000; Furman and Lanthier, 2002; Hallers-Haalboom et al., 2014).

Although studies on dyadic interaction show that the gender of parents and children may affect parental behavior, the direction of those influences is not yet conclusive (Hallers-Haalboom et al., 2014). Nor is it conclusive that the level of parental sensitivity depends, exclusively at least, on the combinations of parent–child gender (Lovas, 2005; Schoppe-Sullivan et al., 2007; Hallers-Haalboom et al., 2014; Endendijk et al., 2016).

**Early Interaction and Measurement**

The area of caregiver–infant interaction has been influenced by the Sensitivity construct, referred to as ‘Maternal Sensitivity’ because it has been regarded as one of the most important mediators of attachment patterns (Ainsworth et al., 1978). This construct consists of awareness of the child's cues and demands, his/her appropriate interpretation, and the ability to respond quickly and accurately (Ainsworth et al., 1978). This central feature of maternal behavior was originally assessed with a global rating scale: Ainsworth's Maternal Sensitivity Rating Scale (Ainsworth et al., 1974). This strategy has been the most influential and common in this field (for a review of the Global Interaction Scales, see Leclère et al., 2014).

One of the most important features of rating-scale approaches is that they do not capture the temporal dimension of the interaction. Research has highlighted that infants develop an early procedural representation of the world before they develop symbolic forms of representation (Beebe et al., 2010). In addition, the infant's procedural form of representation is based on his perception of contingency and the predictability of events: infants develop ongoing expectations of sequences of events, within the self, within the ‘other’ and between the two (Tarabulsy et al., 1996; Beebe and Lachmann, 2002; Gergely, 2004). This unfolds during the process of interaction over time. Therefore, to examine these central aspects of parent–infant interaction requires a real time sequential coding approach.

In general, rating-scale and temporal sequential approaches, referred to as macro- and micro-analytic approaches, respectively, have tended to favor different contexts. The macro-analytic one has traditionally used naturalistic situations, such as free-play and the most frequent setting for micro-analytic studies has been face-to-face interaction with the mother on a chair, facing the infant, who is secured in a baby seat. In the latter context, the coding of mother–infant interaction states is done in minor units, for example, units of 1 s. These constraints on the mother–infant interaction and the fragmentation of the analysis have been criticized (Mesman, 2010). In fact, free-play offers greater ecological validity because the mother, or caregiver, has no restrictions on their behavior with their child.

In this context, there is a third way: the observational strategies of sequential coding in real time in a free-play situation (Cerezo et al., 2008). Indeed, the interaction during free-play can be sequentially coded as it unfolds, with mutually exclusive and exhaustive defined categories for infant and mother. Thus, the recorded data can be read as a sort of abbreviated text, reflecting the stream of behavior. The analyses can provide important information, not only about “what” the parent responds to, but also “with what” and “when,” in that stream of social exchange (Cerezo et al., 2012, 2016). Therefore, micro-analytic approaches, that is to say, approaches including the temporal dimension, may be a further step in the understanding of sensitivity and “appropriateness” of parental responses because they look at parental matching/contingent behavior to the child's behavior, which fosters synchrony and mutual emotional regulation in the interaction (Sroufe, 1995; Feldman, 2007; Woodhouse, 2010).

**Non-linear Dynamic Systems Approach to Interaction**

Consideration of the temporal dimension in the measurement of parent–infant interaction allows for the examination of the dynamic process in dyadic interaction. In this context, the non-linear dynamic systems (NDS) framework and its principles that account for properties of dynamic, complex, adaptive, open systems, offer an instrument to examine these processes...
As part of the service, parent and infant are videotaped in a free-comprised six trimestral visits over a period of a year and a half. The Program a community-based program provided on a universal basis to both groups.

Participants

MATERIALS AND METHODS

Participants

The participants in this study were 52 infants: 26 children interacting with their mothers and 26 children interacting with their fathers. Boys and girls were equally represented (50%) in both groups.

The parents came from the general population who joined a community-based program provided on a universal basis to support parenting during the first 2 years of life. The Program comprised six trimestral visits over a period of a year and a half. As part of the service, parent and infant are videotaped in a free-play situation, with parental consent, to analyze their interaction and provide parents with individual guidance (for a description: Cerezo and Pons-Salvador, 1999; for a summary of evaluation studies: Pons-Salvador et al. 2014). The first time they attend, parents do not receive any information after they have finished the free-play and for more specific and personalized feedback, they need to wait until their second visit when their free-play has been analyzed.

The criteria to select the cases were:

For the parents: to be (a) the biological mother or father, (b) involved with childcare, (c) to be the first visit to the Program; so no previous intervention received and this visit should be before the child was 12 months old. For the infants: (a) absence of congenital anomalies or neurological diseases, all the children’s development was appropriate for their chronological age, assessed by the Developmental Scales of Knobloch et al. (1980) and (b) gender with 50% of girls in each group.

The selection procedure was the following: First, the infants interacting with their fathers were selected. Although the program is offered to both parents, about 15% of fathers attended at least one visit (out of the six Program visits). The initial pool of data comprised 980 families. There were 145 cases of infants interacting with their fathers at least once. From these there were thirty-five who met the criterion of having their first visit to the program on their own and, of those, 29 dyads met the criterion of the child's age. There were 13 girls in that group; to balance the gender factor thirteen out of the sixteen cases involving interaction with a male infant were randomly selected for the final group. Secondly, to select the group of infants interacting with their mothers, 13 girls were randomly selected from those cases in which mother attended the first visit, so had no prior intervention and then 13 boys to comprise a similar group to the one of infants with their fathers.

In both groups, mothers’ and fathers’ interaction was assessed when their children were, on average, 36.47 weeks of age ($SD = 2.85$), ranging from 26 to 44 weeks. No significant differences in infants’ age ($t = 3.37$, $df = 48$, $p = 0.71$) with mothers: $M_{age} = 36.62$, $SD_{age} = 2.46$ and with fathers: $M_{age} = 36.32$, $SD_{age} = 3.22$. The second half of the first year shows important advances for the child’s social and emotional development. From the neuro-relational approach, regarding adjustment and interaction, Lillas and Turnbull (2009) point to the age range 6 to 10 months as being the one where children display bi-directional intentional communication (child–adult) interaction.

The mean age of the 26 mothers in the study was 28.35 years ($SD = 6.09$), ranging from 17 to 41 years. As for the 26 fathers, the mean age was 32.48 years ($SD = 6.76$), with a range between 21 and 48 years. The two groups had a similar average number of children: 1.58 ($SD = 1.03$) in the group of mothers and in the group of fathers, 1.73 ($SD = 1.18$). The birth order for infants was similar in both groups. Thus, the majority of the infants were first or second born: 84.61% and 88.46%, in father and mother groups, respectively, 11.53 and 7.69% were third or fourth born, and only 3.84% in both groups were children in fifth or sixth position. The comparison between mother and father groups in the number of dyads with first child vs. second child vs. third child plus, showed no significant differences. In the father–infant

...
group, all the fathers, except one, came from two-parent families and there were three single-mothers in the mother–infant group.

The participants were all resident in Ireland. In the fathers group 84.61% were Irish or from other European countries, like Poland, and the rest, 15.39%, were from the United States, the Philippines, Libya, and Turkey. With regard to the mothers, 76.92% were Irish or from other European countries. There were 7.69% mothers from South-American countries, 11.53% from African countries and 3.8% from India.

Regarding educational levels, 69.23% mothers and 42.3% fathers had only Secondary School education (Intermediate/Junior Cert level: 26.92% of mothers and 7.69% of fathers; Leaving Certificate level 42.31% mothers and 34.61% fathers). Studies at third level: 23.10% of mothers and 34.61% of fathers, finally 7.69% of mothers and 11.53% of fathers reported post-graduate studies. One father reported only having Primary school studies (3.84%) and two fathers did not provide this information (7.69%).

Regarding occupations, there were 11.53% mothers working full time at home. In the two groups, 53.84% of mothers and 46.15% of fathers reported being unemployed, 11.53% mothers and 7.69% of fathers worked in unskilled occupations, while 15.38% of mothers and 30.76% fathers were in semi-skilled jobs, and, finally, 11.53% in each group were in qualified occupations.

**Procedures**

In the context of the visit to the Program, the professional left the parent with the infant in a room for the free-play. This session took place in a room with a table and a chair and there were some toys appropriate for the child's age. The parent was told to play with his/her child the way she/he normally did and if she/he wanted, she/he could use the toys. The systematic observation was carried out on 4–5 min free-play session. An average of 5 min play is sufficient, according to studies in this area by Kemppinen et al. (2005). On the table there was a matt and in all cases parents played with their child on the table or on their lap. The session was videotaped for coding as part of the routine of the Program. Consequently, the protocol for the staff was that the parent and child play between 4 and 5 min, with flexibility. The final duration did not have to do with any parental/infant characteristic. Sometimes, the play was closer to 4 min and sometimes a bit longer, depending on the circumstances (i.e., staff may have been momentarily busy when the timer rang went off).

The parents were informed consent to be videotaped. Additionally, they gave written consent for the anonymous use of their data for research purposes. This study was approved by the Research Ethics Committee of the University of Valencia.

**Measures**

**Parent–Infant Interaction and Early Mother–Child Interaction Coding System-Revised (Códigos para la Interacción Temprana Materno-Infantil: CITMI-R)**

(Trenado and Cerezo, 2007, Unpublished)

The structure and coding rules of CITMI-R are based on SOC III (Cerezo, 2000), being a parallel version for young children. The CITMI-R categories, having been defined in a mutually and exhaustive way, put the stream of mother–child interaction into observational data that can be analyzed. The computerized coding, specially devised for CITMI-R coding, allows the observer to code in real time without interruption during the period of observation (Figure 1).

CITMI has shown good standards of psychometric properties in content validity and criterion validity with dyads from Spain, Brazil, and Ireland (Alvarenga and Cerezo, 2013; Trenado et al., 2014).

**The CITMI-R Observational Categories**

It includes four categories for the parent's behavior, three interactive and two non-interactive (Table 1). For the child there are four categories, one interactive and three non-interactive. All interactive behaviors, according to affect, can either be positive, neutral, or negative, except for “Sensitive” parental behavior, which, by definition and nature, can only be either neutral or positive affect. Therefore, there were 54 possible dyadic states, “parent–infant variables,” used for SSG: nine maternal/paternal codes × 6 infant's codes. Table 1 shows a descriptive summary of the CITMI-R.

**NDS and State Space Grid Measures**

The unit was the dyad. The codes for the infant (x-axis) and the parent (y-axis) were represented on a quasi-ordinal scale from the most positive to the most negative (Figure 2). The state-space grid for this study consisted of 54 (cells) potentially possible dyadic states: any combination of parent–child behavior. Each dyad “danced” around the state-space grid during the Free-Play session, which was considered as an individual trajectory. Each
TABLE 1 | Summary of the categories in the Early Mother–Child Interaction Coding System-Revised (CITMI-R).

**Child categories**

**Interactive**

Social approach (A): Social approach, verbal, or non-verbal, to the parent as a response to her/him or as a child’s initiative. It has three affect or valences: positive, neutral, and negative.

**Non-Interactive**

Solitary play (J): The child is involved in his/her own game with or without a toy; she/he is clearly demonstrating interest in the exploration (his own hands, clothes, objects, etc.).

Solitary crying and/or whining (L): The child express general discomfort usually related to being tired, sleepy or hungry.

Passive/disinterested/apathetic behavior (Pa): The child shows a bored or non-attentive facial expression. If the child ever catches hold of something there is not looking at it or exploration.

**Parental categories**

**Interactive**

Sensitive (S): Social approach, verbal or non-verbal, that meets the demands of the situation and is appropriate for the age, abilities and interests of children. This approach DOES NOT interrupt child’s ongoing activity, or intrude in child’s space. It includes proposals of toys or games to the child in a way that the child has a choice to accept it or not. It has two affect or valences: positive and neutral.

Intrusive (T): Social approach, verbal or non-verbal, that interrupts on-going activities of the child and/or invades his space and it is not meeting child’s needs. It includes proposals of toys or games to the child in a way that the child has no choice or they are above child’s skills or reach, like putting a toy in his hand, or too far away. It has three affect or valences: positive, neutral and negative.

Protective (P): Social approach, verbal or non-verbal that interrupts child’s ongoing activity, or intrudes in child’s space with the aim of protection or help (wiping child’s nose, changing child’s position, etc.). It has three affect or valences: positive, neutral and negative.

**Non-Interactive**

Indifferent/non-response (F): Lack of interaction with the child showing lack of attentiveness and lack of facial expression, or the parent looks away not responding to child’s approach.

FIGURE 2 | Example of an individual trajectory, a dyadic interaction, in the state-space grid.

trajectory begins in one state (cell) and, as time progresses, tends to visit other cells on the grid (**Figure 2**).

The variables derived from the SSG data were:

(a) Different states that the dyad visit in the total state-space grid. A greater number of states (cells) visited means a greater range of content. The variable operationalized was the number of different cells occupied: ‘Diversity’ the value of which could go from one to 54 possible states.

(b) “Dispersion” in the state-space grid: a relative value, the sum of the squared proportional duration across all the cells. The values range from 0 (no dispersion at all - all behavior in one cell, therefore highest predictability) to 1 (maximum dispersion, less predictability). “Dispersion” strongly correlates with duration entropy (Hollenstein, 2013). The value is created by the formula: 
\[ 1 - \left( \frac{\sum (d_i / D)^2}{n} \right) - 1 \right) / (n - 1) \]. Where D is the total duration, \( d_i \) is the duration in the cell \( i \), and \( n \) the total number of cells.

(c) Dyadic event corresponded to a single node in a particular cell. Dyadic events are the smallest unit of states displayed on the grid and can have different durations. It was operationalized as the ‘Frequency of Events’ registered.

(d) Changes from one state to another, transitions or movements between cells on the grid done by the dyad. This is a content independent and dynamic measure of variability because transitions can take place between any numbers of cells. A cell visit beginning upon a trajectory’s entry into the cell and ending upon its exit. There can be one or more consecutive events occurring within a single visit. The variable operationalized was ‘Transitions,’ number of visits, minus 1, because the first event in the first cell is counted as a visit.

‘Events’ and ‘Transitions’ are frequency-based measures. Therefore, they are time dependent, the longer the observation the more opportunities. Consequently, it is recommended that the variables of frequency of Events and
frequency of Transitions be divided by the total duration of the trajectory because the duration of each trajectory – time observed in each dyad - can be slightly different. Thus the variables were converted into rates per second: 'Transitions rate' and 'Events rate.'

e) Events per Visits Ratio. When there are no repeating events, the ‘Events per Visits’ ratio is 1, the higher the ratio, the more repetitive events take place.

Reliability for Interactive Measures
The quality of the data coded from the free-play was validated by having a second independent coder, who was unaware of the study’s purpose, coding one third of the total number of free-play episodes. These 16 dyads were randomly selected, half from the father–infant group and half from the mother–infant group. For the purpose of the reliability analyses, the second coding had the same length as the first, to avoid differences between the outputs in the length of the coded observation. The average length of the observation across the 16 dyads was 5.2 min (SD = 1.3).

Specifically, for the reliability analysis of the measurements obtained by CITMI-R, three approaches were used. Firstly, Alignment Kappa (Bakeman and Quera, 2011) was computed to calculate the agreement between coders. This method identifies commission-omission errors and is based on an algorithm that determines the optimal global alignment between two single code event sequences. The mean Kappa statistic for the 16 episodes analyzed, and for all categories, was 0.68 (SD = 0.06). The values from 0.61 to 0.80 are considered good and observer accuracies were above 0.80.

Secondly, the SSG was used and the main variables derived were considered to test the reliability in terms of agreement between the two observers on the NDS variables under study. The Pearson correlations were computed for “Diversity,” “Dispersion,” “Event rate,” “Transition rate,” and ‘Events per Visit’ ratio. The assumption of homogeneity was tested by computing variance Levene’s Test.

To study the magnitude of the relationships between the variables analyzed significance level value of 0.05 was considered, and the effect size statistic (\(\eta^2\)) was computed. The statistical package SPSS v.21 for Windows was used for the analyses.

As part of the analysis plan, if the SSG variables showed differences between groups, it was planned to analyze the 54 possible potential dyadic states for those particular variables, to predict father–infant dyads vs. mother–infant dyads. For this purpose a Linear Discriminant Analysis was chosen with a stepwise variable selection method, applying the Wilks Lambda method, and the verification Discriminant Analysis was chosen with a stepwise variable selection method, applying the Wilks Lambda method, and the verification Discriminant Analysis was chosen with a stepwise variable selection method, applying the Wilks Lambda method.

RESULTS
After a preliminary analyses section, the results section regarding parental and infant gender on parent infant interaction will address the two goals of the study. Firstly, the study of the NDS and State-Space measures considering parental and infant gender and secondly, to examine the NDS and State-Space measures considering the behavioral dyadic states to predict parental gender membership of the dyads.

Preliminary Analyses
The duration of the Free-play ranged from 240.05 to 348.60 s. As a preliminary step, the observation time was analyzed in relation to parental and infant gender using ANOVA. The dependent variable was the duration of the free-play.

The results showed that there were statistically significant differences in the observation time between the groups of dyads. The free-play from the father–infant dyads was shorter (Mean = 267.58, SD = 13.69) than the one involving mothers and infants (Mean = 321.07, SD = 13.69), \(F(1,51) = 7.83, \eta^2 = 0.14\). No differences were found for the infant’s gender (\(F(1,51) = 0.70, \rho = 0.40, \eta^2 = 0.015\)), or parental gender by infant gender (\(F(3,153) = 0.02, \rho = 0.90, \eta^2 = 0.00\)). Consequently, for subsequent analyses the number of events and transitions, based on the number of visits, were divided into the observation time in seconds for each dyad, using the rate per second.

Parental and Infant Gender on the Parent–Infant Interaction: NDS and State-Space Variables
The two-way MANOVA to test parental gender and infant gender on the parent–infant interaction measures showed no interaction effect between the two factors: parental and infant gender on the combined dependent variables. There was a multivariate effect for parental gender on the parent–infant interaction measures (\(F(5,44) = 6.52, \rho = 0.00, \text{Wilks' } \lambda = 0.563, \eta^2 = 0.43\) (Figure 3).

Data Analyses
The SSG analysis (Lewis et al., 1999; Hollenstein, 2013) allows visualizing the content, temporal, and affective flow of the interactions (Sravish et al., 2013) and relevant structures and dimensions of the interaction (Peck, 2003; Feldman, 2007; Beebe et al., 2010).
Specifically, significant differences were found in the Event rate \( (F(1,39) = 12.34, p = 0.001, \eta^2 = 0.20) \) and in the Transition rate \( (F(1,39) = 23.23, p < 0.001, \eta^2 = 0.33) \), in both of those the father–infant dyads showed a higher rate per second than the mother–infant dyads. Moreover, the two groups showed significant differences in the Events per Visits ratio \( (F(1,39) = 7.09, p = 0.010, \eta^2 = 0.13) \). The mother–infant dyads showed a higher value than the father–infant dyads (Table 2). Taken together the results indicated that dyads with fathers changed more frequently from state-to-state and engaged in more events per second, while mothers were more repetitive than fathers when interacting with their infants (Figure 4).

Regarding exploratory examination about the possible differences in interaction with infant boys and girls, no significant differences were found in relation to infant gender \( (F(5,44) = 0.93, p = 0.47, \eta^2 = 0.09) \). Therefore, in terms of the measures examined in this study, parent–infant interaction was similar with boys and girls.

In summary, both mother and father dyads showed similar diversity in their interaction, in terms of the number of different dyadic states they went through, and similar levels of dispersion. Additionally, paternal dyads were more ‘active’ than maternal dyads: they were faster in the rate of Events and in the rate of Transitions (per second). In contrast, maternal dyads were more repetitive than paternal ones because they engaged in more events once they visited a particular dyadic state. There were no differences between girls and boys.

### Profile of the Dyadic States Considering the Parental and the Infant Gender

Discriminant analyses were used to determine the linear combination of SSG variables that best classified the 52 dyads into each of the two groups: with fathers and with mothers. We established regarding previous probabilities that all groups were equal. Therefore, based on a discriminant analysis of ‘Events rate’, ‘Transitions rate’, and ‘Events per Visit’ ratio, functions were derived for the total grid. These variables were selected because they showed significant differences, and the purpose was to examine, in terms of content, what state or states (dyadic behaviors) could potentially distinguish the two type of dyads. The Eigenvalues, relative variance, canonical correlations and significance tests are shown in Table 3.

As Table 3 shows, overall the Wilks Lambda value is moderately high (0.68), and the Lambda transformed value showed a statistically significant level \( \chi^2(2,N = 52) = 18.44, \)
FIGURE 4 | State-space grids measures that showed statistically significant differences between father–infant and mother–infant groups. From the top left: Events rate, top right: Transitions rate, and bottom: Events per Visit ratio.

TABLE 3 | Linear Discriminant Analyses results, variables included in the stepwise discriminant analysis and summary of classification results.

<table>
<thead>
<tr>
<th>Function</th>
<th>Eigenvalue</th>
<th>% variance</th>
<th>Canonical correlations</th>
<th>Wilks’ lambda</th>
<th>Chi-square</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.46</td>
<td>100</td>
<td>0.56</td>
<td>0.68</td>
<td>18.44</td>
<td>8</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Steps | Variables              | Standardized coefficients | Wilks’ lambda | F     | df   | p   |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Transitions rate AS</td>
<td>1.206</td>
<td>0.75</td>
<td>16.49</td>
<td>(1, 50)</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>Events per visits ratio JS</td>
<td>−0.637</td>
<td>0.68</td>
<td>11.19</td>
<td>(2, 49)</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Predicted group membership

<table>
<thead>
<tr>
<th>Original group membership</th>
<th>Father</th>
<th>Mother</th>
</tr>
</thead>
<tbody>
<tr>
<td>Father</td>
<td>19 (73.1%)</td>
<td>7 (26.9%)</td>
</tr>
<tr>
<td>Mother</td>
<td>3 (11.5%)</td>
<td>23 (88.5%)</td>
</tr>
</tbody>
</table>

80.8% of original grouped cases correctly classified.

$p = 0.000$, which supported the rejection of the null hypothesis. Therefore, the means of the father–infant dyads and mother–infant dyads on the discriminant function—the centroids, were significantly different. Likewise, the variance in the dependent variable accounted for by this model was 46%.

The stepwise discriminant analysis included two variables out of the three analyzed in the following order: ‘Transitions rate’ for the dyadic behavioral state ‘Child Social Approach, neutral-Sensitive Approach neutral’ (TR-AS) and ‘Events per Visit’ ratio for ‘Child Play-Sensitive Approach neutral’ (ER-JS).

The standardized discriminant function coefficients indicated the relative importance of the independent variables in predicting group membership. This function was marked by a positive coefficient for TR-AS and negative weight for ER-JS. Thus, the lower the TR-AS and the higher the ER-JS the less likely it was that the dyad was from the father–infant group and more likely to belong to the mother–infant group (Figure 5).
Classification Results Based on the Discriminant Function as Predictor

The classification of dyads (with fathers and mothers) based on this discriminant function for the two groups of parents, showed that 80.8% (42/52) of the cases were correctly classified as compared with a chance classification of 50%. The function identified 73.10% (19/26) of the father–infant dyads and 88.5% (23/26) of the mother–infant dyads.

In summary, the content analyses carried out for the three NDS variables that previously showed differences between dyads involving fathers and mothers, indicated that there was no particular dyadic behaviors associated with the differences in terms of Events rate per second. However, there were particular states associated with the Transitions rate and the Events per Visit: The transitions involved the ‘in–out ’ A-S’ state (‘Child Social Approach, neutral-Sensitive Approach neutral’) and the repetitions of events involving ‘J-S’ (‘Child Play-Sensitive approach neutral’). The combination of both in the discriminant function distinguished dyads with mothers from dyads with fathers.

DISCUSSION

Our results showed no differences between boys and girls in the parent–infant interaction, regardless of the parent’s gender. This lack of differential parental interaction of boys and girls found in both groups of dyads, with fathers and with mothers, was partially congruent with the meta-analytic study results reported by Endendijk et al., 2016. They found no overall child gender-differentiated effect in parental autonomy-supportive strategies, conceptually similar to the Sensitivity construct. However, in those findings only the factor of the child’s gender was considered. Subsequently, those authors only selected the twenty-five studies that included mothers and fathers to test the parent’s gender effect, and focused on the controlling strategies that had shown significant differences for the child’s gender. They reported no parent gender effect in the extent of their differential treatment in controlling strategies with boys and girls. Regarding this parental control, some findings indicated that gender differences, in the use of parental control strategies are less relevant when the children are younger (Lyton and Romney, 1991; Leaper et al., 1998; Alink et al., 2006; Else-Quest et al., 2006). However, in Endendijk et al. (2016) meta-analysis the size effect was more relevant in the group aged 0–2. The infants in the present study ranged from 6 to 10 months. One possible reason to explain the discrepancy with our results could be that in the twenty-one studies that comprised their 0–2 age group, only Huber’s (2012) study included children averaged under 12 months, the rest of them included toddlers, a developmental period for which parental controlling strategies are more relevant.

Other factors that need to be considered in the interpretation of our findings are the setting, i.e., free-play, and socio-economic status (SES). The free-play setting is relatively unstructured and in these settings gender differences in interaction are often lower than in structured tasks such as problem-solving (Endendijk et al., 2016). Additionally, our participants, in sociodemographic terms, were characterized by low-SES. According to biosocial theory (Eagly and Wood, 2002; Wood and Eagly, 2012) and gender schema theories (Bem, 1981; Markus et al., 1982), lower status would tend toward a more traditional division of roles which would result in a greater differentiation of gender roles that transmit into their parental practices. However, our findings did not support this. It could be that the division of gender roles has softened in the Western world (Cabrera et al., 2000; Lamb, 2010) and, as a result, has produced more egalitarian societies (Inglehart et al., 2003). In this regard, the date of publications has shown a significant association with their reported findings about differential parenting for boys and girls (Endendijk et al., 2016). The lack of child gender differences in interactions found in the present study may be due to the young age, under 10 months, of the infants and the free-play setting that is related with lower parental control strategies are more relevant when the children are younger (Lytton and Romney, 1991; Leaper et al., 2010) and, as a result, has produced more egalitarian societies (Inglehart et al., 2003). In this regard, the date of publications has shown a significant association with their reported findings about differential parenting for boys and girls (Endendijk et al., 2016). The lack of child gender differences in interactions found in the present study may be due to the young age, under 10 months, of the infants and the free-play setting that is related with lower child gender differences in interaction and this was shown to be the case for both fathers and mothers.

The lack of consensus about the extent to which parents treat their sons and daughters differently can be partially explained by the wide range of child ages included in the studies, the variety of measures and observational strategies and settings. Future studies controlling these relevant factors will shed light on this particular issue.

In relation to mothers vs. fathers, the findings of the present study showed that infants interacting with their fathers and infants interacting with their mothers were involved in a similar number of different dyadic states and their interaction showed similar medium–high levels of predictability. The latter finding runs contrary to the findings of Feldman and Klein, (2003) who reported that fathers were more unpredictable than mothers were. However, the fact that the study was conducted with toddlers, in a compliance situation, could explain this discrepancy.
The differences associated with parent’s gender showed that the dyads involving fathers, compared with their counterparts involving mothers, were having more back-and-forth per unit of time, i.e., Events rate and the discriminant analyses showed no particular type of event, in terms of behavioral content, distinguishing the two groups of dyads. The dyads with fathers were more active, as well, in changing from one type of dyadic state to another, per unit of time, i.e., rate of Transitions; analyses indicated that the behavioral dyadic state involved was ‘A-S’ (‘Child Social Approach, neutral-Parent Sensitive Approach, neutral’). These findings seem to be in line with those that reported that fathers use more stimulation in terms of activating interaction (De Wolff and van IJzendoorn, 1997; Grossmann et al., 2008).

In contrast, dyads with mothers showed more repetition of the same dyadic event, once they moved into a particular state. Further analyses indicated that the visits to the behavioral state ‘J-S’ (‘Child Play-Parent Sensitive Approach neutral’) was the one where mothers were more likely to have more frequency of J-S exchanges, i.e., events, before they move to another state. Taken together the two factors, the Transitions rate of A-S and the Events per Visit ratio of JS, comprised the discriminant function that correctly classified 80.1% of the 52 dyads.

The field of father studies is receiving increasing attention in latter decades. However, the specific area of studies using observational measures of paternal interactive behavior with infants is still very limited. The focus is on comparing fathers with mothers to examine the influence of parental gender on their dyadic interaction and to considering, as well, the potential role of the infant’s gender. However, progressing knowledge of paternal interactive features and sensitivity that may link with child attachment development is of particular interest for child development studies.

However, although the general sense is that gender of parents and children may affect parental behavior, the direction of those influences is not yet conclusive. Moreover, it is not conclusive, either, that the level of parental sensitivity depends, at least exclusively, on the combinations of parent–child gender (Lovas, 2005; Schoppe-Sullivan et al., 2007; Hallers-Haalboom et al., 2014; Endendijk et al., 2016). In this sense, future studies should specifically consider other factors like birth order, controlling interdependence effects between the parents.

The study of father–infant interaction using the SSG approach offers interesting possibilities because it characterizes and quantifies the actual moment-to-moment flow of infant–parent interactive dynamics. Our findings showed new facets in father vs. mother interactive behavior with their infants that can inform further developments in this field.

**Limitations and Strengths**

This study presents some limitations. Firstly, the groups who came from nonclinical populations included a proportion of individuals from diverse cultures; about 20% were from India, Turkey, Libya, or African countries. As caregiving behavior may be influenced by cultural factors in both fathers and mothers, some caution needs to be taken in generalizing the reported findings of the present study. Secondly, about half of the mothers and the fathers in this study reported being unemployed. No assessment of factors like depression or depressive mood, due to economic stress, was done, and this might have an effect on their interaction with their infants.

This study also presents some strength. It involved fathers and mothers, each interacting with their own infant, this controls for possible interdependence effects between the parents. The age of the infants was between 6 and 10 months, which reduces the possible interference of using a wide age range. Moreover, this age is very relevant to study interactive patterns that can be antecedents to the quality of child attachment. The number of girls and boys was the same in both groups of dyads with fathers and mothers. The participants came from a general population who joined a community-based program provided on a universal basis. Finally, the analytical approach using SSG methodology with dyadic variables allows for the characterization of different temporal features of father interaction with quantitative measures that can shed light on the paternal sensitivity construct.
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Behavioral Patterns in Special Education. Good Teaching Practices
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Providing quality education means to respond to the diversity in the classroom. The teacher is a key figure in responding to the various educational needs presented by students. Specifically, special education professionals are of great importance as they are the ones who lend their support to regular classroom teachers and offer specialized educational assistance to students who require it. Therefore, special education is different from what takes place in the regular classroom, demanding greater commitment by the teacher. There are certain behaviors, considered good teaching practices, which teachers have always been connected with to achieve good teaching and good learning. To ensure that these teachers are carrying out their educational work properly it is necessary to evaluate. This means having appropriate instruments. The Observational Protocol for Teaching Functions in Primary School and Special Education (PROUNDO-EPE, v.3., in Spanish) allows to capture behaviors from these professionals and behavioral patterns that correspond to good teaching practices. This study evaluates the behavior of two special education teachers who work with students from different educational stages and educational needs. It reveals that the analyzed teachers adapt their behavior according the needs and characteristics of their students to the students responding more adequately to the needs presented by the students and showing good teaching practices. The patterns obtained indicate that they offer support, help and clear guidelines to perform the tasks. They motivate them toward learning by providing positive feedback and they check that students have properly assimilated the contents through questions or non-verbal supervision. Also, they provide a safe and reliable climate for learning.
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INTRODUCTION

Diversity in education is a reality that appears before the term “attention to diversity” was coined. In every classroom, there are students who have diverse educational needs arising from different aspects. Covering them means including all educational resources to take advantage of the characteristics of these students and enhance their learning (Zavala and de la Torre, 2015).

In education, good teaching practices have always been related to what should be done to provide adequate education to achieve good learning (Del Valle Ballón, 2012). Some definitions relate good teaching practices to examples of conduct and successful procedures (Anna, 2003 is cited Cid-Sabucedo et al., 2009) or with activity that has been developed, has been evaluated and has been successful (Cid-Sabucedo et al., 2009).

Most of the extraordinary educational measures undertaken to address these schools imply an individualized programming, supports and personal and material resources. The teacher must be
supported by specialists such as teachers of Therapeutic Pedagogy (TP) (Gómez Montes, 2005). This is a discipline designed to correct development or learning dysfunctions. It is aimed at those students with temporary or permanent disability that makes more difficult for them to learn the lessons taught, or requires specialized attention to achieve the maximum level of education according to their possibilities (Decree 157/1986 of October 24 on the Management of Therapeutic Pedagogy in an Integrated System, 1986).

In the Canary Islands, students who require very specific attention and resources are cared for in the Specialized Unit (Aulas Enclave, in Spanish) which are located in regular centers of compulsory education (Alegre, 2000).

Teachers specialized in special education require specific competence. They must acquire this competence in their initial (Pegalajar-Palomino, 2014) and permanent education (Sykes et al., 2010; Conklin, 2012; Pegalajar-Palomino, 2014). To make their work in the classroom effective they must use, mix and adapt different strategies, resources and opportunities to the different characteristics, levels and needs of students (Ruiz Rodríguez, 2003; Martínez Geijo, 2007; Pegalajar-Palomino, 2011; González-Peiteado, 2013). Therefore, Special Education is different from the one that takes place in the regular classroom, demanding more dedication from the teacher.

The concept of good teaching practices is becoming more popular and starting to be used at a theoretical level (Bain, 2006), although it has not been defined or pointed which teaching conducts or behaviors represents this concept. The first research studies on regard this topic have been developed with university teachers (Díaz et al., 2015; Borges et al., 2016a,c). However, there is a large body of research about the effectiveness of teachers and teaching. They highlight specific aspects that are of interest, although most are not contextualized in Special Education.

Thus, teaching planning and the organization of the classroom seem to be one of the aspects of most influence the performance in different educational levels (Brophy and Good, 1986). Related to this aspect, several authors point out the importance and influence of an appropriate structure of the lessons to help students in their cognitive development and improve their performance (Mortimore et al., 1988; Renkl and Helmke, 1992; Brown, 2009; Hunt et al., 2009; Orlich et al., 2010).

With regard to the transmission of content by the teacher, research highlights the importance of clearly explaining the objectives of each lesson (Melton, 1978; Cotton, 1995). Other authors point out other aspects which are also relevant, such as the presentation of information in an organized way, pointing out transitions to new topics, using a variety of examples and frequent reminder of the essential principles (Maddox and Hoole, 1975; Smith and Cotton, 1980; Kallison, 1986; Mayer and Gallini, 1990; Hiebert et al., 1991).

Other studies indicate aspects are related with student’s motivation. This is based on psychoeducational principles from which arise various strategies related to arouse and maintain attention, generate cognitive dissonance and positive expectations for learning (Hernández, 1991; Hernández and Garcia, 1995 is cited Hernández-Jorge, 2005). Strategies such as individualized attention, reinforcement, frequent supervision, public and private praises, etc. (Murillo et al., 2011) and the use of diverse activities to adapt to different moments, circumstances, students, etc. (Dalton, 2007; Hunt et al., 2009) are the best for the student to learn. Another important aspect is the use of activities that require the active participation of students. In this sense, the traditional "learning by doing" strategy is still effective (Muijs and Reynolds, 2001).

With respect to the climate generated in class and that is given by the interaction between teacher and students, it is important that the students feel comfortable to participate in the activities (Muijs and Reynolds, 2001). Simple aspects such as greeting or asking about general aspects of the students at the beginning of the class make students feel safe and comfortable (Hernández-Jorge, 2005).

Also, research refers to aspects related to the classroom’s discipline. It has been found that if teachers apply an adequate control method to the unwanted behaviors of the students in the classroom, they will obtain the maximum benefit from teaching (Omoteso and Semudara, 2011). In this sense, the most successful teachers in the control of their class are those who, among other aspects, adequately analyze the different disturbing stimuli of the classroom, use simple rules and make explicit to students and use clear behavioral indicators both verbal and non-verbal (Hernández-Jorge, 2005).

Another aspect that is highlighted by research and that favors a quality education is the evaluation and continuous monitoring of the students (Daloz, 1986; Stronge et al., 2004; Killen, 2005; Brookhart, 2009; Orlich et al., 2010; Murillo et al., 2011). Evaluation is relevant as a way to identify whether students are getting or not proper results (Muijs and Reynolds, 2001; Anderson, 2004; Hattie and Timperley, 2007; Murillo et al., 2011). To do this, the teacher can ask questions or observe the work the student is performing (Pellicer and Anderson, 1995).

However, the assessment should not stop here, but the teacher must motivate the students with feedback during their learning process (Muijs and Reynolds, 2001; Anderson, 2004; Hattie and Timperley, 2007; Murillo et al., 2011; Pegalajar-Palomino, 2011), which is also a way to motivate them.

With respect to the orientation that the teacher offers students in their learning process, research emphasizes it is important that the teacher solves any doubt that arises in the students to facilitate the adequate understanding of new concepts (Berliner, 1983; Anderson, 1989, 2004). Provide support (“Scaffolds”) to students so that they can carry out the activities (Palincsar and Brown, 1984; Van de Grift, 2007) is important. Also, the research notes that, among other things, presenting new material in small steps, providing clear and detailed instructions (Rosenshine, 1979), asking questions and providing guided practice has been proved effective, especially with younger students and those who have lower academic abilities than the rest of their age group (Muijs and Reynolds, 2003; Houtveen et al., 2004; Houtveen and Van de Grift, 2006).

Additionally, it is important to highlight it is essential to take into consideration the diversity of needs and abilities within a classroom in order to ensure an education of good quality. This means answering the different needs, expectations, abilities, characteristics, motivations, cultures,
previous knowledge, learning rhythms, etc., present in the students (Murillo et al., 2011). Also, to consider activities that are challenging for all students is important (Houtveen et al., 1999; Ainscow et al., 2001; Ainscow, 2007).

To verify that these aspects are taking place is important to evaluate the educational work of the teacher in the classroom. For this reason it is essential to have instruments that are not only accurate, valid and reliable, but it is also important that the instruments are sensitive and allow capturing the differential behavior of teachers in their attention to students with different characteristics and needs. The assessment tools used to operationalize the quality of teachers to measure their teaching performance are various, such as teacher’s materials, briefcases, questionnaires and surveys, interviews and observation (Jiménez, 1999; García and Congosto, 2000; Rodríguez and Ibarra, 2013).

The classroom observation is a proper procedure because it implies a good way of knowing the reality of the classroom, thus allowing us to dig deeper into the exchanges that occur within it every day (Mayorga and López, 2005), and provide evidence to identify areas that should be improved (Planta and Hamre, 2009).

The objective of this study is to analyze the behavior of two teachers from Special Education in their interaction with students from Preschool and Primary Education who present different educational needs. The aim is to determine whether there are differences on their teaching practices depending on the students with who they interact and their needs. In the first place, we assume that the behavior of Special Education teachers during their educational work in the classroom is adjusted to the characteristics of students with special educational needs. Secondly, we assume that to the extent that the behavior of these teachers is in line with the characteristics of their students, this is indicative of good teaching practices.

MATERIALS AND METHODS

Methodology and Design

For the determination of behavioral patterns in the classroom, observational methodology has been used, whose design, taking into account the axes referred to units of study, temporality of registration and dimensionality (Anguera et al., 2001), is nomothetic, monitoring, and multidimensional.

Participants

The participants in this study have been selected intentionally. Given the institutional nature of this research, we contacted the Canary Islands Government Education Department to request authorization for collecting the information. They proposed two schools to us. Each school proposed a teacher of Special Education. These two teachers teach children of different educational stages. The first one works in TP, he is 52 years old and 22 years of experience. The second teacher works in Specialized Unit, he is 53 years old and 18 years of experience.

In order to collect the continuous flow of the behaviors that take place in the classroom, it is necessary to analyze the students’ behaviors. For this reason, students’ are studied in their interaction with the teacher. This research involves a total of 11 students of different educational stages that present specific educational needs and require a different educational response. The teacher of TP attends both students of Preschool Education and students of Primary School, while the teacher in the Specialized Unit works only students of Preschool Education.

Table 1 shows the number of students corresponding to each teacher, the educational stage in which they are and their ages.

Three observers participated in the coding of the videos. Two of them are students of Psychology and has a Master in Educational Psychology.

Instruments

Observational Protocol for Teaching Functions in Primary School and Special Education (PROFUNDO-EPE, v.3., in Spanish) (Rodríguez-Dorta, 2015)

The observational instrument was based on the Protocol of Teaching Functions (PROFUNDO v2, in Spanish) (Rodríguez-Naveiras, 2011), created for the observation of teaching functions in an extracurricular program of psychoeducational intervention. PROFUNDO v2 is based on the model of teaching functions of Hernández-Jorge (2005).

The PROFUNDO v.2 has been adapted for the study of the educational functions in different educational stages: to university education, obtaining the Protocol of Observation of Teaching Functions in University (PROFUNDO-UNI, v.2, in Spanish) (Díaz, 2014) and Primary and Special Education, obtaining the instrument that is presented below, Protocol of Observation of Teaching Functions in Primary and Special Education (PROFUNDO-EPE, v.3, in Spanish) (Rodríguez-Dorta, 2015; Table 2).

The PROFUNDO-EPE, v.3 it is based on the Teaching Functions Model and analyzes those functions which can be directly observed: (a) organization function: planning of education and control over the context; (b) teacher’s communicability function: teacher’s ability to communicate the contents so that they are understood by students; (c) motivation function: teacher’s ability to encourage students to learning; (d) behavior control function: group regulation, order and discipline; (e) orientation and advice function: guide students in their learning; (f) interaction function: teacher–student relationship to generate motivation, correct mistakes, and expand the information is working; (g) evaluation function: propose criteria to check whether the learning objectives have been achieved and whether the teaching process has been adequately performed.

The Organization Function is included in the code Teacher’s Organization (TO). This code gathers all the tasks that the teacher develops in the classroom and has an organizational component.

<table>
<thead>
<tr>
<th>Teacher</th>
<th>Students</th>
<th>Educational stage</th>
<th>Age of students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Therapeutic</td>
<td>1</td>
<td>Preschool Education</td>
<td>5–6 years</td>
</tr>
<tr>
<td>Pedagogy</td>
<td>3</td>
<td>Primary School</td>
<td>8–9 years</td>
</tr>
<tr>
<td>Specialized Unit (Aula Enclaves)</td>
<td>7</td>
<td>Preschool Education</td>
<td>5–6 years</td>
</tr>
</tbody>
</table>
The observation protocol also includes an eighth category to observe the student behavior when they interact with the teacher. Also, the protocol includes a last *instrument category* to complete the constant flow of the instructors’ behavior and which collects other types of behavior which are not connected to the typified behaviors.

Thus, the category *Interventions of the Students* has four codes. Two of them include the positive interventions of the students. *Students Participation* (SP) formed by the interventions of the students on their own initiative directed to the teacher to present some idea or opinion, ask a question, etc. related to what is being worked on class. *Answer the Teacher* (AT) formed by the students’ answers (verbally or through behavior) to a question, approach, comment, indication, etc. of the teacher referring to what is being worked on class. Negative interventions are listed in the *Classroom Disruption* (CD) code. This code consists of verbal or non-verbal behaviors of the students who are against the logical norms of the classroom (hitting or insulting a classmate, getting up and making noise in the middle of the class, breaking up material, etc.) that interrupt the rhythm of the class and call the attention of the teacher to apply a control. The GI code includes the neutral interventions of the students. This code represents students’ verbalizations addressed to the teacher that are not related to the activity or content that is being worked on class.

The *Instrumental category* includes three codes. The code *Other Behaviors* (X) that is formed by those behaviors of the teacher that do not correspond with the teaching functions (to speak with a person who enters the classroom, to speak by the mobile, etc.). The code *Unobservable* (Y) formed by those moments in which it is impossible to observe or codify the behavior of the teacher. The code *Teacher Leaves the Classroom* (Z) that collects those moments in which the teacher leaves the classroom.

As it was mentioned before, this observational instrument is part of the instruments of evaluation of teacher behavior, having been cross-validated. The PROFUNDO v2 (Rodríguez-Naveiras, 2011) has been applied to evaluate instructors of extracurricular programs for students with high ability in Canary Islands and two Mexican States. The PROFUNDO-UNI v2 (Díaz, 2014) was applied to teachers in Canary Islands and Mexico.

### Operationalization of Good Teaching Practices in Special Education

Given the particular characteristics of teaching Special Education, the PROFUNDO-EPE, v.3 is used to extract behavior patterns that correspond to good teaching practices in this area (Table 3), which are explained below.

After arranging the necessary materials for class or giving action guidelines to students to begin working (TO), it is important to motivate them by presenting, for example, the activity as something attractive or entertaining (MO). When the teacher presents the content in a theoretical way (TE) it is important to motivate them by presenting, for example, the activity as something attractive or entertaining (MO). When the teacher presents the content in a theoretical way (TE) it is important to motivate them by presenting, for example, the activity as something attractive or entertaining (MO). When the teacher presents the content in a theoretical way (TE) it is important to motivate them by presenting, for example, the activity as something attractive or entertaining (MO). When the teacher presents the content in a theoretical way (TE) it is important to motivate them by presenting, for example, the activity as something attractive or entertaining (MO).
the content that was just explained (VR). Also, it is a good teaching practice when after assistance or instructions on how to perform a task (GU), the teacher encourages the students to work (MO), supervises in silence their work (NR) or checks that students have understood the instructions (VR). When the teacher is supervising in silence the work of the students (NR), it is appropriate in this context to give them positive feedback when they are doing their job correctly (RF), or to provide them with aid or instruction when they are not doing activities properly (GU).

When there are positive interventions of students, either on their own initiative (SP) or in response to the teacher (AT), good practices that teachers apply are positive feedback (RF), orient the students (GU), or supervise their interventions in silence (NR), or through questions (VR).

Also, it is appropriate that teachers apply a negative contingency (CL) after a disruptive behavior of the student (CD).

Finally, the GI of the teacher followed by the GI of the students or vice versa are good teaching practices. On the one hand, it contributes to the generation of a safe and reliable climate. On the other, it represents a contrast that facilitates the student’s moments of disconnection, allowing them to return to the task with a higher level of attention.

**Instruments of Registration and Coding**

The teacher’s behaviors are registered with two different video cameras: JVC and Sony.

For the coding process we used software of the Augenv.δ program for the evaluation of behaviors (Montero and Montero, 2012, unpublished).

**TABLE 3 | Behavioral patterns considered good teaching practices.**

<table>
<thead>
<tr>
<th>Criteria Conduct</th>
<th>Consequent Conducts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teacher’s Organization (TO)</td>
<td>- Motivation (MO)</td>
</tr>
<tr>
<td>Teacher’s Explanation (TE)</td>
<td>- Teacher’s Organization (TO) - Motivation (MO) - Verbal Revision (VR)</td>
</tr>
<tr>
<td>Guidance (GU)</td>
<td>- Motivation (MO) - Non-verbal Revision (NR) - Verbal Revision (VR)</td>
</tr>
<tr>
<td>Non-verbal Revision (NR)</td>
<td>- Reinforcement (RF) - Guidance (GU)</td>
</tr>
<tr>
<td>Students Participation (SP)</td>
<td>- Reinforcement (RF) - Guidance (GU) - Non-verbal Revision (NR) - Verbal Revision (VR)</td>
</tr>
<tr>
<td>Answer the Teacher (AT)</td>
<td>- Reinforcement (RF) - Guidance (GU) - Non-verbal Revision (NR) - Verbal Revision (VR)</td>
</tr>
<tr>
<td>Classroom Disruption (CD)</td>
<td>- Control (CL)</td>
</tr>
<tr>
<td>General Interactions (GI) of teacher</td>
<td>- General Interactions (GI) of students</td>
</tr>
<tr>
<td>General Interactions (GI) of students</td>
<td>- General Interactions (GI) of teacher</td>
</tr>
</tbody>
</table>

**Procedure**

First, we obtained the signed informed consent from the student’s parents and of from the teachers to record them. After, we proceeded to film 20 class hours for each teacher in the period between January and February 2011. The recording of the 20 h was carried out over several weeks being framed within the same quarter. This allowed us to collect a sufficient sample of teacher behavior in their educational work in the classroom.

In the TP classroom the students attended certain days, the rest is developed in the regular classroom with the corresponding teacher. The TP teacher attends Preschool Education students in a few days and Primary School students on other days. Therefore, we proceeded to record the days in which this teacher taught classes to the student of Preschool Education and the days in which he imparted classes to the students of Primary School. We recorded the entire period of the sessions.

In the Specialized Unit, the teacher attends students throughout all day. These students require special support in all or most of the areas or subjects of the curriculum. The space of the where the Specialized Unit is located has special conditions. It’s not ordinary classroom, it has different spaces (kitchen, adapted bathroom, work room, mathematical room, and psychomotricity room). This place is adapted to the needs of the students. We couldn’t record in all the space of this classroom; therefore we did into on consecutive days and only when the students were in the work room or in the math room.

For the selection of the sessions, two criteria were taken into account: we deleted the first 2 h of recording of each teacher to avoid the reactivity bias and selected those sessions where the teachers could be easily observed, so that their coding could be carried out without difficulty.

Observers signed a confidentiality agreement and were trained following a standardized procedure (Rodríguez-Naveiras, 2011; Cadenas et al., 2012; Díaz, 2014; Rodríguez-Dorta, 2015).

We determine the number of sessions to code through optimization study of the Theory of Generalizability (TG) (Blanco-Villaseñor, 1991; Blanco et al., 2000, 2010). In the case of the teacher of Therapeutic Pedagogy, since he attends students from both Preschool Education and of Primary School, we did the optimization for these two situations. However, we incorporated more sessions of the optimization study identifies as necessary to ensure stability of the behavioral patterns of teacher (Rodríguez-Dorta and Borges, 2015b).

The length of the sessions which were selected for the coding process was established using GT. A period of time is considered optimal when the generalizability coefficient achieves a value higher than 0.90. A total of four sessions of 25 min each were coded from the teacher of TP when he was interacting with students from Preschool. Three sessions of 20 min each were coded in the case of the students from Primary school. For the teacher of Specialized Unit, four sessions of 10 min each were coded.

**Data Analysis**

The analysis of inter-observer reliability was conducted through the Cohen’s Kappa Coefficient (Cohen, 1960, 1968), using the
program of statistical analysis SPSS v.15 and through the Generalizability Theory (GT; Cronbach et al., 1972), using the programs EduG 6.0 and SAGT v.1.0.

To obtain behavioral patterns we used the sequential lag analysis through the program GSEQ v.5.1. (Bakeman and Quera, 1996), based in determining if one conduct follows another with a higher probability than the one expected randomly. We take a previous conduct or criteria from which we count the times that other (consequent) conducts follow it immediately after, with a first lag and after two conducts in a second, giving a positive or excitatory dependency when the value of Z is higher than 1.96. To determine the extent of the association between behaviors we have calculated the coefficient Yule’s Q (Yule and Kendall, 1957 is cited Lloyd et al., 2013) through the program GSEQ v.5.1.

Optimization Study

The observational methodology is very costly in time and resources, which makes necessary to have valid, accurate and reliable instruments and procedures in place to implement it efficiently. In this sense, the Decision Study of the GT (Blanco-Villaseñor, 1991; Blanco and Anguera, 2000; Blanco et al., 2000, 2010) is especially useful because it allows to determine what the minimum of sessions and time to code are (Borges and Rodríguez-Dorta, 2015; Rodríguez-Dorta, 2015; Rodríguez-Dorta and Borges, 2015a,b).

Because this process involves the generalization of the same behaviors collected from a context and particular circumstances, this work was carried out for each of the contexts studied. First, the optimization session time is performed and secondly the number of sessions.

Optimizing the number of sessions to encode is usual in observational methodology. However, when the sessions are long-lasting, it is also important to optimize the time of encoding sessions. Since the GT works with discrete variables and time is a continuous variable, we have taken as units of time variable sections of 5 min, choosing three consecutive sections for each context. Next, a trained observer encoded these time sections. A trained observer performed the coding of these sessions. Later, we set the number of sessions to encode. We found that coding time established by the decision study is sufficient, we began codifying the number of sessions set for each context and we continued to include sessions on the saturation criterion. In order to do this, we stopped to encode sessions when new relevant behavioral patterns do not appear with the addition of sessions. This procedure allows us to ensure stability of the behavioral patterns in the contexts studied (Rodriguez-Dorta and Borges, 2015b).

We found that coding time established by the decision study is not enough because significant new patterns take place with the inclusion of sessions. Therefore, for TP with students of Primary School we included one more session of the decision study identified as necessary, while for TP with students of Preschool Education and for Specialized Unit it was necessary to include two more sessions.

**TABLE 4 | Time sections optimization.**

<table>
<thead>
<tr>
<th>Teacher</th>
<th>Coef. G Rel.</th>
<th>Coef. G Abs.</th>
<th>Number of sessions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Therapeutic Pedagogy Preschool</td>
<td>0.912</td>
<td>0.906</td>
<td>5 (25 min)</td>
</tr>
<tr>
<td>Therapeutic Pedagogy Primary</td>
<td>0.916</td>
<td>0.914</td>
<td>4 (20 min)</td>
</tr>
<tr>
<td>Specialized Unit (Aula Enclave)</td>
<td>0.956</td>
<td>0.953</td>
<td>2 (10 min)</td>
</tr>
</tbody>
</table>

Inter-observer Reliability

Observation requires monitoring. So, following the criterion of Patterson (1982), the reliability was calculated at 20% of the encoded session (a session from each context: TP with students of Primary School, TP with students of Preschool Education and Specialized Unit with students of Preschool Education). We calculated the reliability of each observer with expert observer, through Kappa and TG, and among all with TG. In order to avoid bias, the observers were unaware of when reliability would be calculated. Values ranged between 0.83 and 1 for the Kappa index and 0.92 and 0.98, in TG, being suitable all indices obtained (Fleiss, 1981; Bakeman and Gottman, 1986; Hintze and Matthews, 2004).

**RESULTS**

Analysis of Behavioral Patterns

The differences on the behavior of teachers based on the context in which they perform their educational work are evident through the behavioral patterns that take place. Then, significant excitatory patterns in the first and second lag for
each criterion behavior in each educational context were shown. The residual value of the consequent conducts is in parentheses and the value of Q of Yule is in the next column. Those patterns that were considered good teaching practices are bolded.

When the criterion behavior is TO, this conduct is followed by TE or AT in Therapeutic Education with students of Primary School in the first lag. In Specialized Unit with students of Preschool Education, TO is followed by interventions of students on their own initiative (Student Participation, SP) or responses to the question posed by the teacher (AT) at first lag. In the second lag, it is followed by TO in both teachers (Table 6).

When the code TE was taken as a criterion behavior (see Table 7), meaningful patterns were obtained in TP with students of Preschool Education. In the first lag, this behavior is followed by interventions of students on their own initiative (SP) or a verbal verification by the teacher (VR). It is appropriate that teachers try to check that students understand and properly acquire the content they are working. In the second lag, TE is followed by aids or instructions of teacher (GU) or by students responses to the question posed by the teacher (AT).

In Table 8, the results when the behavior criterion is RF are presented, finding meaningful patterns in TP with students of Preschool Education and in Specialized Unit with student Preschool Education. In the first case, RF is followed by TE or VR, in first lag. In the second case, RF is followed by TO or GU.

When the criterion behavior is GU, a general pattern occurs in three cases. In the first lag, this behavior is followed by positive interventions by the student, SP and AT. In the second lag teachers continue to guide students in their learning, GU. Also, in the case of TP with students of Preschool Education, in the second lag, GU is followed by NR and in Specialized Unit by RF (Table 9).

On the other hand, when the criterion behavior is NR, significant patterns only occur in TP with students of Preschool Education in the first lag. The teacher applies a positive feedback (RF) or guides the task to verify if it is not being done well (GU). These behavioral patterns correspond to good teaching practices (Table 9).

The patterns obtained when the criterion behavior is VR are presented in Table 10. In this case a general pattern occurs in the three cases in the first lag. The criterion behavior is followed by AT.

In the second lag, in the context of TP with students of Preschool Education and Primary School, the teacher continues VR, monitoring the correct assimilation of the contents they are working.

It is also important to note that teacher continues to apply a positive feedback to the student’s response of Preschool Education, RF, while with students of Primary School, the teacher continues to guide the students, GU.

When the criteria are the positive interventions of students (see Table 11) significant patterns are observed in all three cases. In the first lag, SP is followed either by TO or by GU. The latter behavioral pattern is a pattern of good teaching practices.

Interventions of the students on their own initiative are followed by RF only by the teacher of TP with students of Primary School. This behavioral pattern is also a good teaching practice. The code SP includes those interventions of students that are made on their own initiative, without distinguishing them by their content. This code includes interventions related to curriculum content or other related to organizational aspects.

In the case of students of TP of Primary School it is more likely to perform interventions related to the contents they are working, because they cover more difficult content and they are older.

On the other hand, when the criterion behavior is AT, it is followed in all cases by RF, or GU in the first lag. GU and RF are necessary behaviors so that students can progress in their learning. Therefore, these behaviors are good teaching practices.

Also, in TP with both students of Preschool Education and students of Primary School AT is followed by Review Verbal (RV) and in the case of Therapeutic Pedagogy with students of Preschool Education in particular, it is followed by NR. These behavioral patterns are also patterns of good teaching practices. In the second lag, in TP with students of Preschool Education, it is followed by either TE or VR. The latter pattern is suitable as the teacher continues to check the proper assimilation of the contents.

Regarding the negative behaviors of students, when the criterion behavior is CD significant patterns are found in Therapeutic Education with students of Primary School. In this context, in the first lag, CD is followed by CL. This behavioral pattern is a good teaching practice (Table 12).

Finally, conversations about issues not related to the content given in class are also had in the classroom. These conversations are collected with the GI code. The goal of these interactions is to create a safe and reliable climate, stimulate or generate a contrast that allows students to relax and regain the level of attention when the teacher returns to class. This type of behavior is more expected in TP. Here, the curriculum addressed requires moments of relaxation to allow the students to maintain the appropriate level of attention. However, in Specialized Unit, by the characteristics of the students, they work basic and everyday contents which are approached from a ludic point of view. Therefore, the GI fails to meet its goal of stimulating contrast to become curricular content.

Significant behavioral patterns of GI by the teacher are presented in Table 13. In the first lag, these interactions have a response by the students in TP with both students from Preschool Education and Primary School. In the second lag, the teacher continued the conversation again with GI in response to the interventions of students.

Significant behavioral patterns of GI by the students are presented in Table 14. In the first lag, these interactions are answered by the teacher and, in the second lag, the conversation has continued again with GI of students.

These conversations are good teaching practices when their aim is to create a safe and trustworthy climate for the students or to create a stimulating contrast.
DISCUSSION

The challenge of education is to offer it in terms of quality and equity for all. One of the important aspects of this is to address and respond to the different educational needs presented by students. This requires assessing, among other things, the behavior of teachers in their professional performance in the classroom, as they are responsible to teach and make students learn (Hernández, 2006). Specifically, teachers dedicated to Special Education have special relevance in attention to this diversity in the classroom.

As we have seen in this work, the observational methodology offers us a lot of information but it is important to apply it properly. It is decisive to use valid, accurate, reliable observation instruments. In addition, due to the cost to the time and resources that can be assumed by this methodology, we need to have procedures which allow us to apply it efficiently. In this work we have begun using mathematical procedures as optimization GT (Blanco-Villaseñor, 1991; Blanco and Anguera, 2000; Blanco et al., 2000, 2010) to establish the minimum of codifying time necessary to obtain accurate information that allows its generalizability. From the results obtained in the optimization, we include new sessions. Thus was to ensure the stability of the conduct of the teachers we studied (Borges and Rodríguez-Dorta, 2015; Rodríguez-Dorta and Borges, 2015b).

The behavioral analysis of the teachers from this study allows us to see that they adapt their behavior according to the students with whom they work, giving the most adequate response to their needs.

As it was mentioned, the teacher of TP works with both students from Preschool and Primary Education. The results obtained indicate his behavioral patterns changes depending on the students with who he is working at every moment. Therefore he adapts his way of teaching according to the needs and characteristics of his students. The teacher from Specialized Unit also shows different behavioral patterns.

In the case of the teacher from the Specialized Unit and one of TP when he works with children from Primary School, there are significant patterns in TO follow by the response of the students, AT, and again TO. In addition, in the case of TP with students of Primary School to TO is followed, in the first lag, TE, which is logical since the contents of this educational stage require theoretical explanations.

Non-verbal Revision produces significant patterns only in the case of the TP when teaching classes to students of Preschool Education. Thus, after the NR applies RF to the student or continues to guide him on his learning (GU). On the other hand, the student’s response to questions or approaches of the teacher receives non-verbal supervision (NR). Since there is only one student from this educational stage, the supervision is more intensive and continuous and the teacher is totally focused on him.

The code VR also produces a general pattern in all the cases (VR–AT). However, it is in the case of the teacher of TP where the teacher continues checking to if the students are understanding what they are working on after a response from the students (AT) or a theoretical explanation (TE). This verification process is of great importance in TP. However, in Specialized Unit the priority is another. This discipline supposes reinforcement for students with special educational needs whose objective is to get them to acquire the same knowledge as their regular classmates. However, in Specialized Unit, more than the verification of the acquisition of content, what is really important is to motivate and to guide the students to perform their tasks. Here, due to the educational needs presented by the students, the objective is they become more independent and they again autonomy, moving away from the contents raised with their regular classmates.

Regarding the positive interventions of the students, the answers of the students (AT) to questions and approaches of the teacher, receive both RF and GU by the teacher in all the cases. However, the SP on its own initiative only receives GU in TP with students from Preschool Education and Primary School. RF is obtained in TP with students from Primary School in particular. It is possible that the interventions on the student’s own initiative refers to what they are doing, but on the other two cases, due to the age and characteristics of the students, they refer more to aspects of organizational and general character.

It is important to note how both teachers only use reinforcement to generate motivation. However, there are no behavioral patterns where the teacher encourages the students to the task by highlighting some positive aspect of it, show anticipation of reward or encourage the students to participate.

<table>
<thead>
<tr>
<th>Teacher</th>
<th>Criteria Conduct</th>
<th>Consequent Conducts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lag 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Codes</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>TO</td>
<td>–</td>
</tr>
<tr>
<td>Preschool</td>
<td>TE (4.28)</td>
<td>0.68</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>AT (2.85)</td>
<td>0.33</td>
</tr>
<tr>
<td>Primary</td>
<td>SP (2.35)</td>
<td>0.33</td>
</tr>
<tr>
<td>Specialized Unit (Aula Enclave)</td>
<td>SP (2.35)</td>
<td>0.33</td>
</tr>
</tbody>
</table>

TO, Teacher’s Organization; TE, Teacher’s Explanation; SP, Student Participation; AT, Answer the Teacher.
### TABLE 7 | Teacher’s Communicability Function.

<table>
<thead>
<tr>
<th>Teacher</th>
<th>Criteria Conduct</th>
<th>Consequent Conducts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lag 1</td>
<td>Lag 2</td>
</tr>
<tr>
<td></td>
<td>Codes</td>
<td>Yule’s Q</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>TE</td>
<td>SP (9.04)</td>
</tr>
<tr>
<td>Preschool</td>
<td>VR</td>
<td>(5.57)</td>
</tr>
</tbody>
</table>

*TE, Teacher’s Explanation; SP, Student Participation; VR, Verbal Review; GU, Guidance; AT, Answer the Teacher.*

### TABLE 8 | Motivation Function.

<table>
<thead>
<tr>
<th>Teacher</th>
<th>Criteria Conduct</th>
<th>Consequent Conducts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lag 1</td>
<td>Lag 2</td>
</tr>
<tr>
<td></td>
<td>Codes</td>
<td>Yule’s Q</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>RF</td>
<td>TE (5.88)</td>
</tr>
<tr>
<td>Preschool</td>
<td>VR</td>
<td>(7.86)</td>
</tr>
<tr>
<td>Specialized Unit (Aula Enclave)</td>
<td>TO (2.55)</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>GU</td>
<td>(3.63)</td>
</tr>
</tbody>
</table>

*RF, Reinforcement; TE, Teacher’s Explanation; VR, Verbal Review; TO, Teacher’s Organization; GU, Guidance; AT, Answer the Teacher.*

### TABLE 9 | Guidance and Advice Function.

<table>
<thead>
<tr>
<th>Teacher</th>
<th>Criteria Conduct</th>
<th>Consequent Conducts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lag 1</td>
<td>Lag 2</td>
</tr>
<tr>
<td></td>
<td>Codes</td>
<td>Yule’s Q</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>GU</td>
<td>TE (3.19)</td>
</tr>
<tr>
<td>Preschool</td>
<td>SP</td>
<td>(8.70)</td>
</tr>
<tr>
<td></td>
<td>AT</td>
<td>(7.05)</td>
</tr>
<tr>
<td>Therapeutic Pedagogy Primary</td>
<td>SP (2.80)</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>AT</td>
<td>(4.23)</td>
</tr>
<tr>
<td>Specialized Unit (Aula Enclave)</td>
<td>SP (2.95)</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>AT</td>
<td>(7.85)</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>NR</td>
<td>RF (4.11)</td>
</tr>
<tr>
<td>Preschool</td>
<td>GU</td>
<td>(3.48)</td>
</tr>
</tbody>
</table>

*TE, Teacher’s Explanation; SP, Student Participation; AT, Answer the Teacher; RF, Reinforcement; GU, Guidance; NR, Non-verbal Revision.*

### TABLE 10 | Evaluation Function.

<table>
<thead>
<tr>
<th>Teacher</th>
<th>Criteria Conduct</th>
<th>Consequent Conducts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lag 1</td>
<td>Lag 2</td>
</tr>
<tr>
<td></td>
<td>Codes</td>
<td>Yule’s Q</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>VR</td>
<td>AT (27.37)</td>
</tr>
<tr>
<td>Preschool</td>
<td></td>
<td>–</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td></td>
<td>AT (16.00)</td>
</tr>
<tr>
<td>Primary</td>
<td></td>
<td>–</td>
</tr>
<tr>
<td>Specialized Unit (Aula Enclave)</td>
<td>AT (7.11)</td>
<td>0.89</td>
</tr>
</tbody>
</table>

*AT, Answer the Teacher; RF, Reinforcement; VR, Verbal Review; GU, Guidance.*
TABLE 11 | Positive Interventions of Students.

<table>
<thead>
<tr>
<th>Teacher</th>
<th>Criteria Conduct</th>
<th>Consequent Conducts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lag 1</td>
<td>Lag 2</td>
</tr>
<tr>
<td></td>
<td>Codes</td>
<td>Yule’s Q</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>SP</td>
<td>GU (14.60) 0.85</td>
</tr>
<tr>
<td>Preschool</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>TO (8.07) 0.75</td>
<td>SP (10.96) 0.79</td>
</tr>
<tr>
<td>Primary</td>
<td>RF (4.38) 0.68</td>
<td>SP (2.57) 0.38</td>
</tr>
<tr>
<td>Specialized Unit (Aula Enclave)</td>
<td>TO (4.78) 0.56</td>
<td>–</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>AT</td>
<td></td>
</tr>
<tr>
<td>Preschool</td>
<td>RF (17.90) 0.91</td>
<td>TE (2.32) 0.30</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>GU (6.55) 0.40</td>
<td>VR (2.47) 0.16</td>
</tr>
<tr>
<td>Primary</td>
<td>NR (2.87) 0.40</td>
<td>AT (9.72) 0.51</td>
</tr>
<tr>
<td>Specialized Unit (Aula Enclave)</td>
<td>RF (3.39) 0.45</td>
<td>–</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>GU (6.11) 0.63</td>
<td>–</td>
</tr>
<tr>
<td>Primary</td>
<td>VR (5.29) 0.58</td>
<td>–</td>
</tr>
<tr>
<td>Specialized Unit (Aula Enclave)</td>
<td>RF (8.89) 0.79</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>GU (2.56) 0.31</td>
<td>–</td>
</tr>
</tbody>
</table>

GU, Guidance; TO, Teacher’s Organization; RF, Reinforcement; GU, Guía; NR, Non-verbal Revision; VR, Verbal Review; TE, Teacher’s Explanation; SP, Student Participation; AT, Answer the Teacher.

TABLE 12 | Negative Behaviors of Students.

<table>
<thead>
<tr>
<th>Teacher</th>
<th>Criteria Conduct</th>
<th>Consequent Conducts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lag 1</td>
<td>Lag 2</td>
</tr>
<tr>
<td></td>
<td>Codes</td>
<td>Yule’s Q</td>
</tr>
<tr>
<td>Therapeutic Pedagogy Primary</td>
<td>CD</td>
<td>CL (19.31) 1.00</td>
</tr>
</tbody>
</table>
| CD, Classroom Disruption; CL, Control.

TABLE 13 | Interaction Function.

<table>
<thead>
<tr>
<th>Teacher</th>
<th>Criteria Conduct</th>
<th>Consequent Conducts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lag 1</td>
<td>Lag 2</td>
</tr>
<tr>
<td></td>
<td>Codes</td>
<td>Yule’s Q</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>TGI</td>
<td>SGI</td>
</tr>
<tr>
<td>Preschool</td>
<td>(30.46) 0.99</td>
<td>(22.62) 0.97</td>
</tr>
<tr>
<td>Therapeutic Pedagogy</td>
<td>SGI</td>
<td>TGI</td>
</tr>
<tr>
<td>Primary</td>
<td>(16.65) 0.98</td>
<td>(11.88) 0.94</td>
</tr>
</tbody>
</table>

SGI, General Interactions by the Students; TGI, General Interactions by the Teacher.

Aspects collected in the instrument of observation through the code MO.

With regard to the negative interventions of students, CD, only produce a significant pattern in TP with students of Primary School. This behavior is followed adequately by CL. This is logical because the teacher of TP teaches three students of Primary School, while Preschool Education only teaches a student. With a greater number of students the teacher requires a greater control and regulation of the group.

The code GI produces a significant reciprocal pattern in the two cases of TP (with students of Preschool Education and with students of Primary School) but not in Specialized Unit. These interactions, as discussed above, are important insofar as these interactions are intended to create a safe and trusting environment and to be a contrast encouraging allowing the students to rest and return to maintain the attention once the task is resumed. In Specialized Unit the contents are very practical. In this case these topics become part of the curriculum to be taught.
To the extent that the patterns developed by the teachers studied are adapted to the different needs presented by the students are indicative of good teaching practices. The patterns observed indicate that the teachers observed offer support, help, and clear guidelines to perform the tasks through GU after interventions of the students (SP and AT) or after non-verbal supervision of their work (NR) (SP–GU, AT–GU, and NR–GU). This is in line with the results of the research that points out, as a relevant aspect for effective teaching, the importance of the teacher solving the possible doubts that arise in students (Berliner, 1983; Anderson, 1989, 2004) through support (“Scaffolds”) to students so that they can carry out the activities (Palincsar and Brown, 1984; Van de Griff, 2007) and among other things, presenting new material in small steps, providing clear and detailed instructions, asking questions and providing guided practice (Rosenshine, 1979; Muijs and Reynolds, 2003; Houtveen et al., 2004; Houtveen and Van de Griff, 2006).

Another aspect to mention and which is indicator of good practices is they motivate their students to learn by giving them positive feedback (RF) after student interventions or non-verbal supervision of their work (NR–RF, SP–RF, and AT–RF). Several researches highlight the motivation of students as an important aspect for effective teaching. Thus, research refers, among other aspects, to strategies such as individualized attention, reinforcement, public and private praises, etc. (Murillo et al., 2011).

The teachers observed check their students assimilated the contents using questions or non-verbal supervision (VR and NR) after a theoretical explanation (TE) or a response of the students (AT) (TE–VR and AT–VR). The evaluation and the continuous monitoring of students have also been referred by researchers as an aspect which favors effective teaching. These aspects not only allow evaluating the achievements reached by the students, but also provide a motivation strategy for them by offering feedback on their learning process (Muijs and Reynolds, 2001; Anderson, 2004; Hattie and Timperley, 2007; Murillo et al., 2011; Pegalajar-Palomino, 2011). Specifically, literature refers to frequent supervision (Daloz, 1986; Stronge et al., 2004; Killen, 2005; Brookhart, 2009; Orlich et al., 2010; Murillo et al., 2011), asking questions or observing the work that students are doing (Pellicer and Anderson, 1995).

Another important issue on this topic is related with the discipline on the classroom. Thus, an indicative pattern of good practices in the teachers studied is that after CD the teacher applies CL. Applying an adequate control method to an inappropriate behavior allows the students to obtain the maximum benefit from teaching (Omotoso and Semudara, 2011).

Finally, these teachers try to generate a safe climate through GI and, at the same time, with this type of interactions they facilitate the students moments of disconnection that allows them to return to the task with a higher level of attention. Students should feel safe and comfortable to participate in the activities (Muijs and Reynolds, 2001). Literature refers to the climate that is generated in class as one important aspect which has to be taken into account for effective teaching. Thus, simple questions such as greeting or asking students for general aspects favor an adequate climate for learning (Hernández-Jorge, 2005).

These results show that the observational instrument used in this research, PROFUNDO-EPE, v.3, allows to capture the relevant aspects of Special Education professionals through a dynamic evaluation of teacher performance in the classroom. Thus, it is useful to evaluate the initial and permanent education of these teachers, allowing the detection of possible difficulties and establishing recommendations for improvement.

The limitation of this work is that it has been carried out only with two teachers. To check whether the conduct of special education teachers is different depending on the context and if it is appropriate, it is necessary to extend this study to a larger number of teachers in different contexts of Special Education.

Additionally, it is important to point out that the observational instrument used on this study shows, through the Teaching Functions, what the teachers do in their educational work in the classroom. However, it would be extremely interesting to be able to capture how they do it, that is, the specific strategies that the teacher use to explain, guide, reinforce or evaluate. These aspects have begun to be analyzed with university teacher through the Protocol of Observation of the Function of Explanation (PROFE in Spanish) (Borges et al., 2016b). This protocol has been designed to operationalize how the teacher transmits knowledge, collecting all those strategies, resources or observable styles that the teacher uses during the theoretical exposition of the contents.

This aspect has great relevance in order to capture behavioral patterns which represent good teaching practice. The research...
about teachers and teaching effectiveness refers to specific strategies used by teachers within each of the teaching functions.

Undoubtedly, a particularly important aspect for achieving quality education is that it is capable of giving an appropriate answer to the different educational needs presented by students. Thus, education could maximize their abilities and ensure adequate personal and social development. Therefore, the efforts directed to assess that this is being achieved are a requirement on this area. This requires an evaluation on the development of the educational process that is formative evaluation (Tejada, 1999; López de la Llave and Pérez-Llantada, 2004). It is very important to provide quality education.
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Systematic Observation: Relevance of This Approach in Preschool Executive Function Assessment and Association with Later Academic Skills
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Executive functions (EFs) are high-level cognitive processes that allow us to coordinate our actions, thoughts, and emotions, enabling us to perform complex tasks. An increasing number of studies have highlighted the role of EFs in building a solid foundation for subsequent development and learning and shown that EFs are associated with good adjustment and academic skills. The main objective of this study was to analyze whether EF levels in 44 Spanish children in the last year of preschool were associated with levels of literacy and math skills the following year, that is, in the first year of compulsory education. We used a multi-method design, which consisted of systematic observation to observe preschool children during play and selective methodology to assess their reading, writing, and math skills in the first year of compulsory primary education. General linear modeling was used to estimate the percentage of variability in academic skills in the first year of primary school that was explained by preschool EF abilities. The results showed that preschool EF level, together with participants and the instrument used to assess academic skills, explained 99% of the variance of subsequent academic performance. Another objective was to determine whether our findings were generalizable to the reference population. To make this determination, we estimated the optimal sample size for assessing preschool EFs. To do this, we performed a generalizability analysis. The resulting generalizability coefficient showed that our sample of 44 students was sufficient for assessing preschool EFs. Therefore, our results are generalizable to the reference population. Our results are consistent with previous reports that preschool EF abilities may be associated with subsequent literacy and math skills. Early assessment of EFs may therefore contribute to identifying children who are likely to experience later learning difficulties and guide the design of suitable interventions for the optimization of EFs.

Keywords: systematic observation, child development, executive functions, academic competences, preschoolers, generalizability
INTRODUCTION

Although not generally compulsory, preschool is essential for early childhood development. This stage of education can determine children's later development and learning and, consequently, performance and success at school and work, as well as in their personal and social lives (Duncan and Magnuson, 2013; Bartik, 2014). In these first years of life, the main neural connections that provide the basis for learning and behavior are established through the constant interaction of neurobiological factors and the stimulation of the child's surroundings (Bick and Nelson, 2017). During preschool, it is possible to take early action to avoid or compensate for situations arising from personal, family, and/or social inequalities that can subsequently have an impact on development and learning throughout childhood and into adulthood (Kaufman et al., 2015).

After finishing preschool, children begin compulsory primary education. Primary school presents children with a context that is very different from preschool: teacher–student interaction is less emotional; greater autonomy is expected of students; the curriculum is more oriented toward reading, writing, and mathematics; work periods are longer and require more sustained attention and concentration, etc. Because of these new characteristics and expectations, for many children the transition to primary school is a stressful period characterized by excessive demands and various difficulties (Veličković, 2013; Harper, 2016). In fact, some children who adapt well to preschool experience a decrease in skill level when they start primary school: they become less active, more easily distracted, less eager to learn and participate in class activities, more dependent, more insecure, and have more problems in their peer relationships (Veličković, 2013). This academic and socioemotional maladjustment can contribute to the likelihood that children will become inactive students in primary school and can even harm their overall well-being by causing additional health and emotional problems. By contrast, children who adjust well to this transition are generally successful in primary school and also later in life (Veličković, 2013; Harper, 2016).

Recent studies in this area (Blair and Raver, 2015; Moriguchi et al., 2016) have found that preschool executive functions (EFs) are essential to building a solid foundation for subsequent development and learning and are associated with school adjustment and academic success at the start of primary education. Consequently, research on preschool EFs has increased considerably over the past decade. However, many aspects of preschool EFs—including how best to evaluate them—remain poorly understood. Preschool EFs are an area of study in which conceptual aspects are better understood than aspects related to development and measurement (Willoughby and Blair, 2016). In order to help overcome these limitations, this study provides an example of how systematic observation, applied in children's natural context, can be an appropriate tool for assessing preschool EFs. On the basis of this assessment, we analyze the extent to which preschool EFs may be associated with academic skills 1 year later, in the first year of primary education. We also analyze whether the results obtained with the convenience sample recruited can be generalized to the reference population. Our use of generalizability theory (G theory) for this purpose represents a novel contribution in the measurement of preschool EFs in observational studies.

Preschool Executive Functions

EFs are a family of high-level cognitive processes that allow for conscious, goal-directed control of thoughts and actions, making it possible to solve problems effectively and efficiently, particularly in novel situations (Diamond, 2013; Carlson et al., 2016; Zelazo et al., 2016). In the preschool years, EFs consist of three main processes: working memory, inhibition, and cognitive flexibility (or shifting or switching) (Miyake et al., 2000; Diamond, 2013; Howard et al., 2015; Carlson et al., 2016; Moriguchi et al., 2016).

Working memory is the ability to hold information active in one's mind and mentally work with it for brief periods of time as a platform for guiding one's behavior. Two types of working memory are distinguished by the content: verbal or semantic working memory, on the one hand, and non-verbal or visuospatial working memory, on the other (Miyake et al., 2000; Diamond, 2013).

Inhibition refers to the ability to control one's behavior, thoughts, and/or attention in order to override a strong internal predisposition or external lure. It includes (a) behavioral inhibition (or inhibition of action) to control or cancel one's motor behavior, resist temptations, and not act impulsively; (b) cognitive inhibition to control and/or tune out thoughts and memories; and (c) resistance to distractor interference (or inhibition of attention) to select the information or stimulus one needs to complete a task while ignoring competing distractions (Friedman and Miyake, 2004).

Cognitive flexibility is the ability to quickly adapt one's course of thought or action to the changing demands of a situation. This involves being able to shift one's attention from one condition of a task—e.g., stimulus, dimension, or rule—to another (Miyake et al., 2000; Diamond, 2013).

These three EFs undergo considerable development during the preschool years (Anderson and Reidy, 2012; Howard et al., 2015; Nieto et al., 2016), coinciding with important changes in neuroanatomy and brain structures, especially in neural circuits of the prefrontal region that are particularly susceptible to experiential input during this period of rapid growth and plasticity (Bick and Nelson, 2017).

Preschool EFs and Later Academic Performance

As mentioned above, EFs are essential to the ability to perform academic tasks. Evidence for this claim has been obtained in samples of students of various ages, with and without learning difficulties, and with adequate and inadequate academic performance, independently of variables such as cultural context and socioeconomic level. EFs are so important in academic performance that they are even better predictors of academic performance than IQ (Viterborti et al., 2015; Purpura et al., 2017).
Several studies have shown that preschool EFs have an influence on students' later skills in literacy and mathematics, the curricular areas in which the effect of EFs has been most studied.

Preschool EFs and Literacy Skills
In the area of literacy skills, verbal working memory is related to phonological awareness, which is necessary for the output of words and phrases—both spoken and written—and therefore in reading and writing. In order to produce a word or sentence, children must be able to hold multiple sounds or words in their memory and combine them (Purpura et al., 2017). Studies have found that dyslexic children, who often have phonological problems, perform more poorly on working memory tasks than typically developing children (Varvara et al., 2014). Reading comprehension is another literacy skill in which working memory plays a major role. When we read, we must relate the ideas that appear in each sentence and paragraph with those we have just read in the previous sentences and paragraphs. These ideas must be stored and activated in our mind and combined in a new structure, forming a whole that gives meaning to the text. Essentially, as we read, working memory plays a key role in storing the intermediate and final products of our computations, allowing us to build and integrate the successive ideas we extract from the text (Cartwright, 2015; García-Madruga et al., 2016). Similarly, working memory is also required in the composition of written texts and phrases. But if, while reading a text, we encounter information that is irrelevant or not of interest to us—for example, when scanning a text for information on a particular subject—we must be able to inhibit, reject, and not be distracted by any information that does not meet our needs, keeping our attention on the information that is relevant to our goal (Cartwright, 2015; García-Madruga et al., 2016; Purpura et al., 2017). Thus, inhibition also plays a role in reading comprehension—and in verbal and written expression—in close interaction with working memory and, as explained below, cognitive flexibility. It is therefore clear that learning and academic tasks require the simultaneous participation of the various EF components (Colé et al., 2014; Cartwright, 2015; García-Madruga et al., 2016; Rapoport et al., 2016).

Various researchers have also shown the significant contribution of cognitive flexibility to literacy skills such as phonological and print awareness, word reading, and reading comprehension. Cognitive flexibility is needed to create cross-modal connections between spoken and written language and to access and integrate the different characteristics of print (phonology, morphology, syntax, semantics) during the process of word recognition. Cognitive flexibility also has a critical role in reading comprehension, as we need to process phonological codes in order to recognize the written words while also processing the meaning of the words (Colé et al., 2014; Cartwright, 2015). Cognitive flexibility is thus a key process for understanding specific reading comprehension difficulties (Engel de Abreu et al., 2014). Students with these difficulties are relatively good at decoding, so they sound like good readers, but they have problems with comprehension. They focus inflexibly on decoding processes (i.e., on word-level features of print) and pay only limited attention to meaning. They have difficulty shifting their focus to the text's meaning or to simultaneously managing decoding and the construction of meaning (Colé et al., 2014; Cartwright, 2015).

Preschool EFs and Math Skills
Regarding the contribution of EFs to children's math skills, a substantial body of evidence shows that working memory is critical for mathematical proficiency. For example, calculation relies on working memory processes because it involves storing temporary information—the numbers involved in the operation, partial results, and the amount to be carried—and performing mental operations on this information until the final result is obtained. Working memory is especially important when the problem is presented verbally rather than visually (Clark et al., 2013; Rapoport et al., 2016). Nevertheless, several authors, in comparing primary school children with high and low working memory, found a significant difference in calculation ability even if the arithmetic operations were presented in written format (Viterbori et al., 2015). Number comparison is another math skill that requires holding multiple pieces of information (the numerals) in mind and combining or manipulating them in order to compare their magnitudes and identify the smallest or largest. Working memory also plays a role in the acquisition of new arithmetic facts—for example, addition and multiplication tables—because the operation and answer need to be held in mind together in order to strengthen the relationship between them (Cragg and Gilmore, 2014; Purpura et al., 2017). The influence of working memory in complex components of mathematics, such as problem-solving, can be illustrated in various ways. For example, when solving a problem, we must select the relevant information and hold it in mind. Some evidence suggests that poor problem solvers remember less relevant information than good problem solvers. The role of working memory in solving mathematical problems is closely related to a student's ability to access the right information (e.g., appropriate algorithms) from long-term memory (Viterbori et al., 2015; Purpura et al., 2017).

As for inhibition, it is important at younger ages to suppress less sophisticated strategies (e.g., counting on from the first addend) in order to use more sophisticated strategies (e.g., counting on from the larger addend). Inhibition is also necessary in order to suppress answers to related but incorrect number facts (for example, in response to 4 × 4, children must inhibit 8, the solution to 4 + 4). Cross-operation errors such as these are generated by difficulty in inhibiting the incorrect responses in a set of possible and competing responses activated by the memory (Cragg and Gilmore, 2014; Viterbori et al., 2015). When a child is learning new concepts, inhibition—along with cognitive flexibility or shifting—is important in suppressing an automatic procedural approach and shifting attention toward the numerical relationships involved (Cragg and Gilmore, 2014). Inhibition also contributes to solving math problems, especially when the text of the problem contains irrelevant and distracting data that the child must suppress in order to develop an appropriate mental problem-solving model (Viterbori et al., 2015). Some studies show that students with mathematical difficulties have trouble inhibiting irrelevant information and focusing on...
relevant information (Cragg and Gilmore, 2014; Viterbori et al., 2015). However, when solving complex mathematical problems, children must also have cognitive flexibility in order to switch between different procedures (e.g., adding and subtracting) or to look for an alternative problem-solving procedure after attempting to solve a problem using an unsuitable procedure. Cognitive flexibility also appears to be related to more abstract aspects of mathematics, such as cardinal number knowledge (Purpura et al., 2017). When children progress from applying the counting sequence to sets (one-to-one correspondence) to achieving quantity (the cardinal number that represents a sum or total number of existing elements), they shift from thinking about counting as a procedure to thinking about it as a conceptual process. Specifically, children must adapt their thinking and flexibly move from the procedural task of counting to understanding counting as providing quantitative information (Viterbori et al., 2015; Purpura et al., 2017).

It is therefore clear that EFs make significant contributions to young learners’ overall mathematics and literacy performance.

Systematic Observation in Preschool

The recent literature on early childhood education and development increasingly argues that the assessment of development processes and learning during preschool should be done primarily through systematic observation in the natural learning context (Early Head Start National Resource Center, 2013; Jablon et al., 2013). The literature also stresses that play—an activity inseparable from a child’s life—is an indispensable resource for the childhood teaching–learning process and for the systematic observation of children’s progress and development (Nell and Drew, 2013; Fasulo et al., 2017). Systematic observation of a child’s behavior during play makes it possible to obtain relevant data to describe, explain, and understand fundamental aspects of the child’s development and learning (Federici et al., 2017; Otsuka and Jay, 2017), including the development of EFs. Accordingly, the literature on EFs indicates that given children’s impulsive behaviors and linguistic, motor, and attentional limitations, the study of EF development in early childhood, like the tasks and tools used for their assessment, must be based on the children’s everyday activities (Nieto et al., 2016), such as play. However, few studies have used systematic observation of children’s play as a tool for obtaining objective and valid information about preschool EFs.

This lack of research may be due to certain difficulties associated with systematic observation, such as the high cost in terms of time (all observers must undergo rigorous prior training) and the painstaking process of collecting and recording the data (Portell et al., 2015). The time cost is even higher when the subjects observed are children, because of the additional complexity and difficulties inherent in working with young participants as a result of their developmental characteristics (behavioral instability, short attention span, and high fluctuation of motivation), the need to create a climate of trust to ensure the children’s well-being and participation, and legal and ethical requirements that must be met in order to comply with international research guidelines (Shaw et al., 2011). Because of the need to obtain informed consent from parents or guardians for children to participate in research, many studies involving children have small samples that are not very representative of the reference population. This could be a source of error and the results of such studies may not be generalizable to the reference population. However, new data analysis structures (such as G theory) are making it possible to overcome these limitations.

Generalizability Theory to Generalize Results from Systematic Observation of Preschool Behavior

In the field of education and development—and in the behavioral sciences generally—observed phenomena are often influenced by many factors, so the repetition of a particular experience or the use of a different instrument can modify the initial result considerably, leading one to wonder whether the observed values are interpretable or if they are the result of random fluctuations introduced by the act of measurement. This question is particularly important in behavioral observation designs. The use of G theory allows us to analyze the various sources of variance that can affect an observational measurement or measurement design and estimate the degree of generalization of a theoretical value with respect to specific conditions (Blanco-Villaseñor et al., 2014). However, G theory can be adapted to the specific conditions of each object of measurement, so its use in observational studies can contribute to the generalization of results and to improving their applicability on future occasions.

G theory assumes the existence of multiple sources of variance (variables or facets) in any measurement situation. This approach can estimate the accuracy of a measurement that is subject to multiple sources of error (Cardinet et al., 2010), allowing real variability to be separated from error variance. One of the important objectives of measurement is to try to identify and measure the components of variance that contribute to the error of an estimation and implement strategies that reduce the influence of these sources of error on the measurement.

As mentioned above, studies involving children often have a small sample size. On occasions, a “small” sample can be viewed as a possible limitation that could act as an additional source of measurement error. G theory allows us to analyze this source of variance and estimate the accuracy of the measurement in a studied sample. This makes it possible to estimate the degree to which the results obtained for a particular sample can be generalized to the reference population (Blanco-Villaseñor et al., 2014). Despite the advantages offered by this approach, few observational studies have used generalizability analysis, and even fewer have studied children. Fewer still have applied G theory to sample size estimation, given that G theory is normally used in observational studies to determine reliability and validity.

Aims of the Present Empirical Investigation

Given the background set out above, the objectives of this study were as follows:

(1) To determine whether different EF levels measured in children through systematic observation at the end of preschool are associated with different levels of literacy.
and math skills the following year, that is, at the start of compulsory education.
(2) To determine whether the results obtained with the convenience sample recruited can be generalized to the reference population and, therefore, whether the studied sample is of sufficient size.

MATERIALS AND METHODS

Ethics Statement
The study was carried out in accordance with the recommendations of the ethics committee at Zaragoza University and the principles of the Declaration of Helsinki. Written informed consent was obtained from the parents of all the children who participated. Each child received a small reward (two chocolates) for participating.

Design
We used a multi-method design (Elliott, 2007; Sánchez-Algarra and Anguera, 2013; Kumschick et al., 2014; Mangelsdorf and Eid, 2015) consisting of systematic observation to observe preschool children during play and selective methodology to assess their reading, writing, and math skills the following year, that is, in the first year of compulsory primary education.

Systematic observation was non-participative and active and the behaviors observed were fully perceivable (Anguera, 2003; Shaughnessy et al., 2009; Bakeman and Quera, 2011).

The observational design was point, nomothetic, and multidimensional (Blanco-Villaseñor et al., 2003). It was point because a single session per participant was observed to assess each of the EFs analyzed; nomothetic because multiple observation units were analyzed; and multidimensional because several domains of EFs (working memory, inhibition, and mental flexibility) were analyzed within the theoretical model proposed by Miyake et al. (2000) and developed by other authors (e.g., Diamond, 2013).

Participants
Forty-four Spanish participants were recruited. They were all students, aged 5–6 years, in their last year of preschool (last year of non-compulsory education in Spain) at the same school when the study started. The school was located in a central moderate-to-high income neighborhood of a Spanish city with approximately 700,000 inhabitants. The vast majority of the students approached (95.65% of all the children in their last year of preschool education) participated in the study. The other children (4.35%) did not participate as their parents did not provide their informed consent.

The students had to meet three inclusion criteria: (1) attendance at the targeted school since the second year of preschool education (age 3); (2) absence of the following disorders or risk factors: (a) birth weight <2000 g and/or gestational age <36 weeks or significant pre-, peri-, or postnatal events; (b) medical/neurological conditions affecting growth, development, or cognition (e.g., seizure) and sensory deficits (e.g., vision or hearing loss); (c) neurodevelopmental disorders (e.g., autism spectrum disorder, attention-deficit hyperactivity disorder, language disorder); (d) genetic conditions or syndromes; and (e) a first-degree relative with schizophrenia, bipolar disorder, or related disorders; and (3) an adequate IQ for their chronological age. The information to assess compliance with the first two criteria was provided by the children’s parents, and IQ was tested using the Spanish Battery of Differential and General Abilities Tests (BAdyG) (Yuste and Yuste, 2001).

The sample was a convenience sample formed by children who met the inclusion criteria and whose parents signed the informed consent form authorizing their participation. Table 1 summarizes the main descriptive characteristics of the sample.

Games
In order to obtain videos of the preschool children during play, each participant was offered the chance to participate in five games. These games were based on other non-standardized games and tasks that had been used in various studies to assess preschool EFs (Anderson and Reidy, 2012). Through the observation of the children’s spontaneous behavior in these games, it was possible to extract information about their EFs.

All of the games proposed to the children formed part of a fantasy story (the creation of a fantasy world is a characteristic of many children’s games; Garris et al., 2002). This fantasy story—in which each participant acted as the protagonist—was set in space, a topic that the teachers had indicated was of interest to the participating children. Although instructions were given for each game as part of the fantasy story, at no time were the child’s actions restricted or penalized in any way. Thus, the child was allowed to act freely throughout the course of the games.

Game 1: Preparing for the Journey
This game, based on the Backward Word Span task (Carlson, 2005; Diamond, 2013; Visu-Petra et al., 2014; Howard et al., 2015; Nieto et al., 2016), was used to observe behaviors indicative of the child’s verbal working memory. To explain the game to the child, the adult told the following story: “We’re going to take a trip to space in a big rocket ship. We need to prepare everything we’ll need for our trip. I’m going to say the names of several of these

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>Descriptive characteristics of the sample.</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>M_{Age} (years) ± SD</td>
</tr>
<tr>
<td>Gender</td>
<td>M_{IQ} (IQ ± SD)</td>
</tr>
<tr>
<td></td>
<td>M_{Birth weight} (kg) ± SD</td>
</tr>
<tr>
<td></td>
<td>M_{Gestational age} (weeks) ± SD</td>
</tr>
<tr>
<td>44</td>
<td>5.73 ± 0.30</td>
</tr>
<tr>
<td>16</td>
<td>90.05 ± 8.5</td>
</tr>
<tr>
<td>28</td>
<td>3.15 ± 0.47</td>
</tr>
<tr>
<td></td>
<td>39.06 ± 1.91</td>
</tr>
</tbody>
</table>
things, and I want you to repeat them back to me in reverse order. I'll do two examples to help you understand better, and then you'll continue. Okay?" The words used (e.g., milk, water) were familiar concepts to children of this age and consistent with their level of vocabulary development.

Game 2: Our Travel Companions
This game, based on the Backward Animal Images Span task (Diamond, 2013), was used to observe behaviors indicative of the child's visuospatial working memory. To explain the game to the child, the adult told the following story: "Now we're going to meet our travel companions. I'm going to show you some photos of them. Take a good look because I'm going to set the photos on the table, and then I'll take them away. Then you'll have to arrange the photos in the opposite order from how I put them on the table. I'll do two examples to help you understand better, and then you'll continue. Okay?" The images all showed common animals that preschool children learn about in class (e.g., dog, pig).

Game 3: The Flight Begins
This game, based on a traditional imitation game called Simon Says (Strommen, 1973), was used to assess behavioral inhibition. To explain the game to the child, the adult told the following story: "Now I'm going to say some more actions, but only do them if I first say 'Simon Says'. If I don't say 'Simon Says' before indicating the action, don't do it; just hold still." The adult ordered an action while indicating it verbally—"you touch your nose." The child was then given time to perform the action. The adult then continued explaining the game: "Now I'm going to say some more actions, but only do them if I first say 'Simon Says'. If I don't say 'Simon Says' before indicating the action, don't do it; just hold still." The adult ordered an action while performing it simultaneously, but without first saying "Simon Says," leaving time for the child to remain still. In this game, therefore, in the absence of the words "Simon Says," the child was expected to be able to refrain from performing the action despite being told to and despite seeing the adult do it.

Game 4: The Day-Night Planet
This game, based on the Day-Night Task (Gerstadt et al., 1994; Carlson, 2005), was used to observe behaviors indicative of the child's capacity for resistance to distractor interference. To explain the game to the child, the adult told the following story: "Now we're going to meet our travel companions. I'm going to show you some photos of them. Take a good look because I'm going to set the photos on the table, and then I'll take them away. Then you'll have to arrange the photos in the opposite order from how I put them on the table. I'll do two examples to help you understand better, and then you'll continue. Okay?" The images all showed common animals that preschool children learn about in class (e.g., dog, pig).

Game 5: Martians
This game is based on the Shape School game, which was created by Espy (1997) to assess cognitive flexibility and resistance to distractor interference in preschool children. To explain the game to the child, the adult told the following story: "Let's meet the inhabitants of this new planet!"—the adult showed the child a piece of cardboard with red, blue, and yellow squares and circles representing neutral facial expressions—"Look. These are the Martians who live on this planet. Their name is their color. Tell me the names of all the inhabitants of this planet as quickly as you can." The adult then displayed another piece of cardboard showing Martians with happy and sad faces. The adult said to the child: "Now some of the Martians are sad because they have to go home. Tell me, as quickly as possible, the name of the Martians with a happy expression but not the name of those with a frustrated face." This allowed the observation of behaviors related to resistance to distractor interference (i.e., resisting the sad faces and therefore not saying their color). Afterward, the adult displayed a third piece of cardboard showing some of the previous Martians, as well as some new Martians wearing hats. All of the Martians had a neutral face. The adult said to the child: "New Martians have arrived! These new Martians are wearing a hat, and their name is the shape of their figure. Take a good look and tell me the names of all the Martians as quickly as possible. Remember that the name of the Martians who aren't wearing a hat is their color and the name of the Martians wearing a hat is their shape." This allowed the observation of behaviors related to cognitive flexibility. Later, the adult displayed a fourth piece of cardboard showing both types of Martians (with and without a hat) with happy or frustrated faces. The adult said to the child: "Now there are Martians with a happy expression and others with a frustrated face. As quickly as possible, say the name of the happy Martians. Remember that the name of the Martians without a hat is their color and the name of the Martians with a hat is their shape." This allowed the observation of behaviors indicative of the child's capacity for resistance to distractor interference (as the child had to refrain from naming Martians with frustrated faces) and cognitive flexibility (as the child had to switch between shape and color to name the happy Martians depending on whether or not the Martian was wearing a hat).

Instruments for Collecting Data through Systematic Observation
In systematic observation (Anguera, 2003; Sánchez-Algarra and Anguera, 2013; Arias-Pujol and Anguera, 2017), a distinction is made between recording instruments (i.e., those used to record or code data) and observation instruments (purpose-designed instruments to analyze a given subject).

Recording Instruments
A Sony HDR-CX115 video camera was used to record the activity of each preschool child during the games. The open-source software application Lince (Gabin et al., 2012) was used to code actions indicative of the preschool children's EFs. This program can be downloaded for free from http://lom.observesport.com/. Lince can be used to code all types of behavior as it is the observer who imports the video recordings.
and corresponding observation instrument into the program. The program allows observers to simultaneously view the video recordings, the observation instrument, and the dataset being created.

**Observation Instrument**

As required by the nature of our systematic observation design, we built an *ad hoc* instrument fully adapted to the context of interest to capture the children’s level of EF, using games (tasks) performed by the children. As the design was multidimensional, we built an instrument combining a field format and category systems (Sánchez-Algarra and Anguera, 2013; Castañer et al., 2016). The instrument had seven dimensions, each of which formed the basis for a category system of exhaustive and mutually exclusive categories. The seven dimensions corresponded to three types of criteria: three fixed criteria, which remained unchanged throughout the observation session; one mixed criterion, which remained unchanged for part of the session; and three variable criteria, which changed frequently throughout the sessions and corresponded to the behaviors that were observed and coded. The observation instrument is shown in Table 2.

**Standard Instruments**

The two standard instruments used in this study justify the incorporation of selective methodology in the systematic observation and, consequently, a multimethod approach.

<table>
<thead>
<tr>
<th>TABLE 2</th>
<th>Observation instrument.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Criterion</strong></td>
<td><strong>Dimension</strong></td>
</tr>
<tr>
<td>Fixed</td>
<td>Participant</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>Female</td>
</tr>
<tr>
<td></td>
<td>Male</td>
</tr>
<tr>
<td>Executive Function Task</td>
<td>Backward Word Span</td>
</tr>
<tr>
<td></td>
<td>Backward Animal Images Span</td>
</tr>
<tr>
<td></td>
<td>Simon Says</td>
</tr>
<tr>
<td></td>
<td>Day-Night Task</td>
</tr>
<tr>
<td></td>
<td>Shape School</td>
</tr>
<tr>
<td>Mixed</td>
<td>Phase</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>Item</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>Correct</td>
</tr>
<tr>
<td></td>
<td>Incorrect</td>
</tr>
<tr>
<td></td>
<td>Self-Correct</td>
</tr>
<tr>
<td></td>
<td>Omission</td>
</tr>
<tr>
<td>Adult</td>
<td>Explains</td>
</tr>
<tr>
<td></td>
<td>Corrects</td>
</tr>
</tbody>
</table>
BADyG: Assessment of Intellectual Ability
The BADyG (Yuste and Yuste, 2001) was used to assess intellectual ability and confirm that the children had an adequate IQ for their chronological age (third inclusion criterion). The BADyG is a Spanish battery of nine tests that have proven to provide a reliable measure (high Cronbach's alpha values) of the intellectual abilities of school children in numerous studies (Castejón et al., 2016; Veas et al., 2016). In our study, we used the level-1 battery designed for use in preschool children (BADyG-I).

The BADyG-I assesses three global performance items: (1) Verbal Intelligence, assessed through Numerical-Quantitative Concepts (1a), Information (1b), and Graphic Vocabulary (1c); (2) Non-verbal Intelligence, assessed through Non-verbal Mental Ability (2a), Reasoning with Figures (2b), and Logic Puzzles (2c); and (3) General Intelligence and IQ, assessed using the scores from the previous tests. Each test is composed of 18 items, each consisting of five pictures. The students must mark with an X the picture that matches the statement read out by the test administrator.

The children were also administered the complementary Perception and Coordination Graphomotor skills test to assess their ability to coordinate vision and manual movements during the reproduction of 12 simple geometric figures.

PAIB 1: Assessment of Academic Skills
The PAIB 1 (Prueba de aspectos instrumentales básicos: Lectura, escritura y conceptos numéricos; Galve-Manzano et al., 2009) was used to assess academic skills in reading, writing, and numeracy. These skills are considered to be the most important pillars for academic success (Cutler and Graham, 2008).

The PAIB 1 consists of eight subtests with activities that the children must complete with a pencil and paper. The activities are structured to resemble typical classroom activities. The PAIB 1 has demonstrated reliability (Galve-Manzano et al., 2009).

The eight subtests are:
1. Basic Aspects of Mathematics (three tests):
   1.1. Numeracy. A 10-item test involving activities related to numbers with which the children are familiar.
   1.2. Calculation. Six simple arithmetic operations.
   1.3. Problem resolution. Eight math problems.
2. Basic Aspects of Reading and Writing (five tests):
   2.1. Reading comprehension. Seven-item reading comprehension test consisting of sentences with different levels of grammatical complexity. Each item consists of four true or false sentences about a drawing. The children must choose the true sentences.
   2.2. Writing. Subtest designed to assess writing skills through four tests or tasks involving different cognitive processes.
   2.2.1. Spelling. This subtest consists of two tests: (a) Word dictation, where the children must write down words with different syllable structures read out by the test administrator, and (b) Sentence dictation, where the children must write down four sentences read out by the administrator.
   2.2.2. Vocabulary. This subtest also consists of two tests: (a) Sentence composition (I), in which the children must write a sentence using all of three words provided, and (b) Sentence composition (II), where the children are shown four drawings and asked to think about what is happening and to write a sentence for each of them.

A score is calculated for each of the eight tests, together with a total score for math, a total score for reading and writing, and a total score for math, reading, and writing combined.

Data Analysis Software
Ensuring the quality of the data collected is an essential part of systematic observation. We assessed this by calculating intra- and interobserver reliability for 30 sessions using the intraclass correlation coefficient in SAS 9.1.3 (Schlotzhauer and Littell, 1997; SAS Institute Inc., 2004).

The data used to address the first study objective were analyzed in the general linear model (GLM) in SAS 9.1.3 (Schlotzhauer and Littell, 1997; SAS Institute Inc., 2004).

The generalizability analysis to assess sample size (second study objective) was performed in EduG 6.0-e (Cardinet et al., 2010).

Procedure
The study was approved by the school management team and the parents of the children in the last year of preschool education were informed about the goals and nature of the study. They were asked to consent to their children participating in the study and to give their permission to have them video recorded while playing. They were also asked questions to assess compliance with the first two inclusion criteria: (1) attendance at the school since the second year of preschool education (age 3) and (2) absence of certain disorders or risk factors. Anonymity and compliance with ethical principles were guaranteed.

Students for whom parents gave their informed consent to participate in the study and who met the first two inclusion criteria were tested for IQ to ensure that they also met the third criterion, which was an adequate IQ for their chronological age. This was tested using the BADyG-I, which was administered to the group as a whole in two sessions held on non-consecutive days. Each session lasted approximately 30 min. The tests were administered according to the instructions in the BADyG-I manual for children in preschool education. They were administered by the same person, with the help of three others. They were scored automatically using the computer software feature provided with the BADyG-I. Each child was scored on verbal intelligence, non-verbal intelligence, and general intelligence. All the students had an adequate IQ for their chronological age and were therefore admitted into the study.

To fulfill the requirements of systematic observation, several exploratory play sessions were held prior to the definitive systematic observation. A child and the researcher were present in each session. These sessions were held at the school, but not in the children's usual classroom to avoid distractions. They were held during school hours and the children were allowed to take their usual breaks. The aim of this exploratory phase...
was to guarantee the consistency of subsequent decisions and collect information to guide the construction of the observation instrument (Anguera, 2003). Specifically, the exploratory sessions were intended to verify that the children understood and were interested in the games, thus ensuring that they would participate readily and naturally. The children’s involvement in the games is what would make it possible to systematically observe actions indicative of their EFs. The exploratory sessions also allowed the researchers to determine the approximate length of time that the children would spend on the games. On this basis, the researchers were able to determine how many sessions would be needed in order for each participant to play all the games. These steps were taken in order to ensure that the games could be included in the children’s regular play routines without altering their activities or the context. Each day, the students’ regular preschool schedule included periods of playtime as well as other regular activities that are common in school settings (psychomotor activities, reading and writing, lunch, rest periods, etc.). Thus, the exploratory sessions consisted of three children playing, on an individual basis, each of the five games described above after receiving the aforementioned explanations. The first child played all five games in a row, in a single session and in the following order: Games 1, 2, 3, 4, and 5. The session lasted 32 min, longer than the usual time allocated for play in the children’s school routines. As a result, to avoid altering the children’s daily school activities, we decided to offer the second child the chance to play the games in two sessions on different days. Thus, Games 1, 2, and 3 (involving the trip to space and the preparation thereof) were offered during the first session and Games 4 and 5 (set on the destination planet) were offered during the second session. The first session lasted 17.45 min and the second session lasted 8.20 min, and therefore was in line with the usual amount of playtime in the children’s school routine. The same approach was used for the third child. The first session lasted 15.30 min and the second session lasted 7.10 min, thus respecting the usual amount of playtime in the daily school routine.

On the basis of this exploratory analysis involving three children who played the five games individually and freely, the following decisions were made:

(a) The games were deemed to be useful and appropriate for the systematic observation of preschool EFs, as they consisted of games that the children understood and found interesting. The children expressed their satisfaction and enjoyment of the games and exhibited spontaneous play activity.

(b) Each participant would be observed during two play sessions on different days. Each session would have a maximum duration of 20 min. With this arrangement, the students’ usual play routines would be respected and their school activities would remain unchanged.

(c) Each participant would play Games 1, 2, and 3 in the first session and Games 4 and 5 in the second session.

The recordings were video recorded for later viewing. The recordings were used to integrate information about the children’s EFs during completion of the different games and information from the theoretical framework on EFs in children with the ultimate aim of building the observation instrument. Different versions of the instrument were built and improved on until the definitive version shown in Table 2 was achieved.

In the definitive systematic observation stage, each participant completed all the EF games. This was done at the school, again outside the children’s classrooms and without interference from their teacher or other students. The games were played on two separate days. On the first day, the children played Game 1 (Preparing for the Journey), Game 2 (Our Travel Companions), and Game 3 (The Flight Begins) in a single session. The mean time spent on these games was 16.33 min. A week later, they played Game 4 (The Day-Night Planet) and Game 5 (Martians), again in a single session. The mean time spent on these games was 9.31 min. None of the sessions exceeded the length of the children’s usual playtime; thus, their daily school routines were maintained. All the sessions were video recorded.

The video recordings were imported into Lince and coded using the ad hoc observation instrument for assessing EF (Table 2). The data recorded were converted into a matrix of codes that was tested for reliability (intraclass correlation coefficient ≥0.95).

The following year, when the children were in their first year of compulsory education, they were administered the PAIB 1 to test their reading, writing, and math skills. They completed the test as a group, in two sessions on non-consecutive days, and it was administered by the same adults who had administered the BADyG-I the previous year following the instructions in the manual. The first session lasted approximately 45 min and the second session was slightly shorter, at 40 min. The tests were corrected automatically by computer and a score was given for each of the eight tests, together with a total score for math, a total score for reading and writing, and a total score for these combined.

### Data Analysis

GLMs were used to analyze the data to address the first study objective, which was to investigate whether different levels of EF in preschool children were associated with different levels of reading, writing, and mathematical skills the following year, at the start of compulsory education. GLMs indicate the percentage of variance in the dependent (response) variable (in our case, level of academic skills) that is explained by a series of independent (explanatory) variables (in our case, EF level and other variables that we will specify further on).

In order to estimate these models, it was first necessary to transform the data corresponding to the categories in the Performance dimension in the observation instrument into an appropriate format. To do this, we first transformed the data corresponding to the execution of each game into raw scores, assigning 2 points to the Correct category, 1 point to the Self-Correct category, and 0 points to the Incorrect and Omission categories. This resulted in a raw score per participant per EF game completed (EF level).

The converted data were now suitable for fitting various GLMs in SAS. Academic skills level was used as the response
variable in all the models. The explanatory variables were EF level in all cases and, depending on the model, participants, gender, EF game, and academic skills assessment instrument, together with their different interactions. The coefficient of determination ($R^2$) was calculated for all models. This coefficient (expressed as a percentage) indicates the extent to which the model (with its explanatory variables) explains the variance in the response variable (reading, writing, and mathematical skills).

To address the second objective of the study, i.e., to determine whether our systematic observations were generalizable to the reference population from which the sample was drawn, we calculated the generalizability coefficient using the G theory software program EduG. We used a measurement design with EF level and academic skills instrument as the differentiation facets and participants as the instrumentation facet.

### RESULTS

Tables 3 and 4 show the most relevant results for the primary study objective, which consisted of estimating a GLM that would provide the best explanation for the variance in literacy and math skills.

Table 3 shows the two models that provided the best fit. The first had three explanatory variables (EF level, participants, and academic skills instrument, together with their interactions), while the second had five explanatory variables (EF level, EF games, participants, academic skills instrument, and gender, also with their respective interactions). In both cases, there were significant differences, indicating that level of academic skills in the first year of compulsory education was explained by three variables in the first model and five in the second one. The three-variable model accounted for 99% of the variance.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Two type 1 overall general linear models, one with three variables and another with five.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Source</strong></td>
<td>df</td>
</tr>
<tr>
<td>Three facets with interactions (EF level, participants, academic skills instrument)</td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>1264</td>
</tr>
<tr>
<td>Error</td>
<td>1617</td>
</tr>
<tr>
<td>Total corrected</td>
<td>2881</td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
</tr>
<tr>
<td>Five facets with interactions (EF level, EF games, participants, academic skills instrument, and gender)</td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>281</td>
</tr>
<tr>
<td>Error</td>
<td>2600</td>
</tr>
<tr>
<td>Total corrected</td>
<td>2881</td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Two type 1 specific general linear models, one with three variables and another with five.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Source</strong></td>
<td>df</td>
</tr>
<tr>
<td>Three facets: EF level, participants, and academic skills instrument with their relevant interactions</td>
<td></td>
</tr>
<tr>
<td>EF level</td>
<td>2</td>
</tr>
<tr>
<td>Participants</td>
<td>43</td>
</tr>
<tr>
<td>EF level × participants</td>
<td>69</td>
</tr>
<tr>
<td>Academic skills instrument</td>
<td>10</td>
</tr>
<tr>
<td>EF level × academic skills instrument</td>
<td>20</td>
</tr>
<tr>
<td>Participants × academic skills instrument</td>
<td>430</td>
</tr>
<tr>
<td>EF level × participants × academic skills instrument</td>
<td>690</td>
</tr>
</tbody>
</table>

| Five facets: EF level, EF games, participants, academic skills instrument, and gender with their relevant interactions | | | | | |
| EF games | 4 | 87.18 | 17.44 | 0.70 | 0.6217 |
| EF level | 2 | 1277.52 | 638.76 | 25.73 | <0.0001 |
| EF games × EF level | 10 | 1518.12 | 151.81 | 6.12 | <0.0001 |
| Participants | 43 | 44832.11 | 1042.61 | 42.00 | <0.0001 |
| EF games × participants | 201 | 3763.32 | 18.72 | 0.75 | 0.9952 |
| Academic skills instrument | 10 | 837973.09 | 83797.31 | 3375.54 | <0.0001 |
| Gender × academic skills instrument | 10 | 7383.36 | 738.34 | 29.74 | <0.0001 |
(R² = 0.99), while the five-variable model accounted for 93% (R² = 0.93). Both models, therefore, provided a very good fit, although the three-variable model slightly outperformed the five-variable one. The results suggest that the additional variables in the second model (EF games and gender) did not contribute anything to the overall model. On the contrary, they appeared to somehow distort it as it explained less of the variance.

The variables in the three-variable model (EF level, participants, and academic skills instrument) explained almost all of the variance in reading, writing, and math, and their power was not improved by the addition of more variables.

Table 4 shows the results for the three- and five-variable models, including the individual components of variance and their relevant interactions. Interactions that did not make a significant contribution have been omitted. In the three-variable model in Table 4, all the components and their interactions showed significant differences, except for the largest order interaction component EF level × participant × academic skills instrument (residual error of the model). In brief, EF level, participants, and academic skills instrument contributed significantly to explaining 99% of variations in literacy and math skills in the first year of compulsory education. The 1% of unexplained variance suggests the existence of variance components that were not included in our study. This is supported by the fact that when we included other variables contemplated in our analysis (e.g., in the five-variable model), these not only reduced the fit of the model, but also, in some cases, offered no significant differences (Table 4), indicating that they did not explain variations in academic skills as they contributed nothing to the overall model. This was the case, for example, for EF game (0.6217) and EF game × participants (0.9952). A similar situation was seen for gender and a number of its interactions (e.g., gender × EF level), which were eliminated from Table 4 as they did not make any relevant contribution to explaining the variance in academic skills. Significant differences were, however, obtained for gender × academic skills instrument, and for EF level, EF games × EF level, participants, and academic skills instrument, meaning that they also contributed to explaining variability.

The results for the generalizability analysis are summarized in Tables 5 and 6. Table 5 shows the estimated variance components. The academic skills instrument has a large influence on the facet, accounting for 88.2% of all variance in the three-facet design. As can be seen, the rest of the facet and its interactions contributed very little to design variability.

Table 6 summarizes the results of the G study. The generalizability coefficient (ξ² = 1) indicates that the sample

### Table 5

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>Random</th>
<th>Mixed</th>
<th>Corrected</th>
<th>%</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>1269.00</td>
<td>2</td>
<td>634.50</td>
<td>1.08</td>
<td>1.08</td>
<td>1.08</td>
<td>0.2</td>
<td>0.93</td>
</tr>
<tr>
<td>P</td>
<td>46290.00</td>
<td>43</td>
<td>1076.51</td>
<td>27.44</td>
<td>27.44</td>
<td>27.44</td>
<td>3.8</td>
<td>6.89</td>
</tr>
<tr>
<td>S</td>
<td>837107.00</td>
<td>10</td>
<td>83710.70</td>
<td>632.29</td>
<td>632.29</td>
<td>632.29</td>
<td>88.2</td>
<td>258.90</td>
</tr>
<tr>
<td>LP</td>
<td>1535.00</td>
<td>86</td>
<td>17.85</td>
<td>1.46</td>
<td>1.46</td>
<td>1.46</td>
<td>0.2</td>
<td>0.24</td>
</tr>
<tr>
<td>LS</td>
<td>1917.00</td>
<td>20</td>
<td>95.85</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>0.3</td>
<td>0.66</td>
</tr>
<tr>
<td>PS</td>
<td>66537.00</td>
<td>430</td>
<td>154.74</td>
<td>50.99</td>
<td>50.99</td>
<td>50.99</td>
<td>7.1</td>
<td>3.51</td>
</tr>
<tr>
<td>LPS</td>
<td>1510.00</td>
<td>860</td>
<td>1.76</td>
<td>1.76</td>
<td>1.76</td>
<td>1.76</td>
<td>0.2</td>
<td>0.08</td>
</tr>
<tr>
<td>Total</td>
<td>956165.00</td>
<td>1451</td>
<td></td>
<td>1.23</td>
<td>100%</td>
<td>1.86</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

### Table 6

<table>
<thead>
<tr>
<th>Source of variance</th>
<th>Differentiation variance</th>
<th>Source of variance</th>
<th>Relative error variance</th>
<th>% Relative</th>
<th>Absolute error variance</th>
<th>% Absolute</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>1.08</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
<tr>
<td></td>
<td>.....</td>
<td>P</td>
<td>0.62</td>
<td>33.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>632.29</td>
<td>.....</td>
<td>0.03</td>
<td>2.7</td>
<td>0.03</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>.....</td>
<td>LP</td>
<td>1.16</td>
<td>94.1</td>
<td>1.16</td>
<td>62.4</td>
</tr>
<tr>
<td></td>
<td>2.14</td>
<td>.....</td>
<td>0.04</td>
<td>3.2</td>
<td>0.04</td>
<td>2.2</td>
</tr>
<tr>
<td>Sum of variances</td>
<td>635.51</td>
<td>1.23</td>
<td>100%</td>
<td>1.86</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td>25.21</td>
<td>Relative SE: 1.11</td>
<td>Absolute SE: 1.36</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
size (44 participants) was sufficient for accurately generalizing the results to the larger universe from which the sample was obtained.

**DISCUSSION**

The results of this study show that preschool EF level together with participants and academic skills instrument explained 99% of variations detected in literacy and math skills of children in their first year of compulsory education. In addition, our findings appear to be highly generalizable to the reference population from which the sample was drawn.

Overall, our results are consistent with reports in the literature that EFs have a key role in reading, writing, and math skills and that early assessment of these functions can help to identify children who are likely to present later learning difficulties (Engel de Abreu et al., 2014; McClelland et al., 2014; Viterbori et al., 2015; Moriguchi et al., 2016; Nieto et al., 2016; Purpura et al., 2017).

The interaction gender × EF level was not significant in our results, indicating the absence of significant differences in EF between boys and girls. While our systematic observation that EFs develop at a similar rate in boys and girls finds some support in the literature (Anderson, 2002; Li et al., 2009), several studies have reported that girls have slightly higher EF abilities than boys (Clark et al., 2013; Mansouri et al., 2016), at least in the case of certain components, such as inhibition (Mansouri et al., 2016). Nonetheless, there have also been reports of boys outperforming girls in components such as working memory (Dias et al., 2013). Differences in EF abilities between the sexes have been attributed to biological differences in frontal and temporal lobe function in children. They would thus be attributable to different brain growth patterns, which appear to follow the prefrontal cortex connections involved in the different EF components (Ngun et al., 2011). However, this is an area that requires further research.

The development of EFs is the result of interactions between biological growth factors and individual experiences, suggesting that they are malleable and as such candidates for targeted interventions (Diamond, 2013; Traverso et al., 2015; García-Madruga et al., 2016). The results of our study have important implications for educational practice. Assessment of EFs in preschool children may identify children whose EF level is lower than expected for their age and could therefore present later learning difficulties, enabling thus early interventions aimed at optimizing EFs with the ultimate goal of improving essential academic skills, such as reading, writing, and math. A growing number of interventional strategies are proving to be effective in this respect and many revolve around everyday activities, meaning they do not require a costly infrastructure (Anderson and Reidy, 2012; Diamond, 2014; Zelazo et al., 2016).

Children who start school with delays or gaps in the skills or EFs required for learning have been seen to continue to have difficulties throughout school, and the gaps tend to increase as the children move up through the school system (Clark et al., 2013). Therefore, early assessment of EFs, followed by early intervention when necessary, should be implemented as an educational action in all school systems. In addition, the benefits of early interventions persist into later life. In short, early interventions targeting EFs can benefit children’s cognitive, social, and emotional development, but they can also benefit development in later years, contributing to personal and career success, health, and quality of life in general (Diamond, 2013; Howard et al., 2015; Moriguchi et al., 2016). There is abundant literature showing that effective investment in early childhood education has a greater impact than later interventions and that the effects persist beyond the duration of the intervention, benefiting thus not only individuals but society as a whole. A country’s socioeconomic progress and the well-being of its citizens are closely linked to academic achievements, which, in turn, are associated with adequate EF development in the early years of life. The benefits of early intervention in EFs thus far outweigh their potential costs, as the return on investment brings benefits to both children and the nation (Duncan and Magnussen, 2013; Bartik, 2014; Kaufman et al., 2015).

As children get older, they are presented with increasingly demanding tasks and academic challenges, but their EFs also improve. The improvement, however, is irregular (i.e., it is characterized by cycles of jumps and drops), so the relationship between these variables could show variations with age (Cragg and Gilmore, 2014; Viterbori et al., 2015; Moriguchi et al., 2016). It would also be interesting to investigate this aspect of EF further.

This study has contributed to knowledge in the area of preschool EFs and to systematic observation, as it demonstrates once again that the systematic observation of behavior in natural settings is a particularly apt scientific method for studies in the areas of development and education. This method offers endless opportunities for expanding knowledge in these areas, particularly in young children.

Systematic observation aims to describe and explain phenomena that occur in natural settings (Anguera, 2003) and aside from home, there is no more natural setting for children than school. School has an obvious impact on a child’s development and life in general. Together with family, it is the factor that influences early development most (Bronfenbrenner, 1989). One of the greatest merits of systematic observation thus is that it captures development and learning almost as it occurs in everyday life, not in the controlled, artificial environment of a laboratory, enabling thus the rigorous analysis of everyday behavior in a person’s natural settings (Anguera, 2003; Early Head Start National Resource Center, 2013). The most recent literature on the development of EFs highlights both the need for and the benefits of assessing EFs while children are performing routine, everyday activities in familiar contexts, as this is where EFs are developed, not in the controlled structure of a laboratory (Willoughby et al., 2012; Nieto et al., 2016). Before these recommendations, EFs were typically assessed using tasks completed by children in clinical or laboratory settings or surveys or questionnaires on their behavior filled in by third parties, such as parents or teachers. Both systems have their limitations. Tasks completed in a laboratory-like setting will reflect how a child behaves in this artificial, controlled setting but not in the real world, and any findings thus will have low ecological validity (Miranda et al., 2016). In the second case, while third parties can provide information on how children behave in a greater variety of situations, the reliability of this information is questionable.
for numerous reasons. The answers might be biased by recall or a desire to answer what is “socially acceptable,” for example, or the person may be unfamiliar with or fail to perceive certain behaviors (Wertz, 2014). Systematic observation, by contrast, has high ecological validity as it captures spontaneous behavior in natural settings. It also has an additional advantage that the behaviors are observed and coded by one or more people who are experts not only in the “what” but also in the “how” (Anguera, 2003). Our study thus contributes to advancing research in early EFs, as it was conducted in line with the latest guidelines for research in this area. We hope that more studies will take on board this recommendation to assess EFs in natural settings.

One issue of increasing concern to methodologists and researchers in field of education and development and in the social sciences in general is the quality of data gathered during the research phase, as this has an obvious impact on findings and subsequent decisions. The importance of reliable data is a given in all methodological approaches, but being able to offer the necessary guarantees of quality is particularly challenging when studying spontaneous behavior in natural settings. When perceivable human behavior is observed without the constraints imposed by external controls, the data collected are more likely to contain more errors and more serious errors, potentially jeopardizing the validity of the research.

One means of addressing the different risks that can affect the accuracy of a dataset is to design a quality control procedure that analyzes how different facets or potential sources of variance affect different measurements designs and also provides a measure of the magnitude of error. The relatively recent use of G theory to calculate the reliability and validity of observational data is an important step in this direction, as is its lesser known application for estimating effective sample size. We used this novel feature of G theory to avoid underpowering, which is a frequent limitation of studies conducted in children.
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Is Reading Instruction Evidence-Based? Analyzing Teaching Practices Using T-Patterns
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The main goal of this study was to analyze whether primary teachers use evidence-based reading instruction for primary-grade readers. The study sample consisted of six teachers whose teaching was recorded. The observation instrument used was developed ad hoc for this study. The recording instrument used was Match Vision Studio. The data analysis was performed using SAS, GT version 2.0 E, and THEME. The results indicated that the teaching practices used most frequently and for the longest duration were: feedback (i.e., correcting the student when reading); fluency (i.e., individual and group reading, both out loud and silently, with and without intonation); literal or inference comprehension exercises (i.e., summarizing, asking questions); and use of educational resources (i.e., stories, songs, poems). Later, we conducted analyses of T-Patterns that showed the sequence of instruction in detail. We can conclude that <50% of the teaching practices used by the majority of teachers were based on the recommendations of the National Reading Panel (NRP). Only one teacher followed best practices. The same was the case for instructional time spent on the five essential components of reading, with the exception of teacher E., who dedicated 70.31% of class time implementing best practices. Teaching practices (i.e., learners’ activities) designed and implemented to exercise and master alphabetic knowledge and phonological awareness skills were used less frequently in the classroom.

Keywords: teaching practices, reading instruction, T-Patterns, observational methodology, resources, National Reading Panel, components of reading, teaching experience

INTRODUCTION

There has always considerable interest in exploring how to teach reading and thus bring pupils to appropriate levels of reading proficiency (EACEA/Eurydice, 2011). The National Institute of Child Health and Human Development (2000) identified basic skills that constitute reading competency and the best practices in literacy instruction. Generally speaking, different programs have been developed that propose different ways of targeting the teaching of reading. The direct instruction method (Carnine and Kameenui, 1992; Chard and Jungjohann, 2006; Coyne et al., 2007), based on behavioral theory, is a form of instruction where the teacher is the main axis and works through modeling; this method explicitly uses practices for teaching reading that break the process down into small units, and follows a clear sequence involving repetition and reinforcement. Scaffolding (Temple et al., 2011), based on constructivist principles, consists of having children build their own
learning with the help and guidance of their teacher. Psychomotoricity, the development of spatial orientation, handedness, and the growing awareness of one's body (Pinker, 2001; Scarborough, 2002; Slavin, 2003), together with respect for one's own pace of learning, are practices based on maturational theory (Fons, 2008). Innatist theory focuses on teaching reading at an early age (Al Otaiba and Fuchs, 2002; De Arcangelo, 2003; Foorman et al., 2003; Fons, 2012; Pascual et al., 2013). Proponents of sociocultural theory promote practices that encourage family, social, cultural, and educational involvement, as all these will play a role in a child's reading development (Purcell-Gates et al., 2002; Fetsco and McClure, 2005; Porta and Ison, 2011; Greenhoot et al., 2014); hence the importance of providing a book-rich environment (Dickinson and Tabors, 2001) that is high in both quality and quantity (Porta, 2008). Finally, the development of phonological awareness through the teaching of sounds is one of the premises of psycholinguistic theory (Pearson, 2001; Rayner et al., 2002; Fletcher-Flinn, 2014). Despite the existence of countless different approaches for teaching reading, the results of international and national tests of basic reading skills [International Assessment for the Evaluation of Educational Achievement (IEA); Reading Achievement, Progress in International Reading Literacy Study (Mullis et al., 2012; National Assessment of Educational Progress, 2015); Programme for International Student Assessment (Organization for Economic Co-operation and Development, 2012, 2015)] indicate that it is necessary to improve and promote effective practices.

**EVIDENCE-BASED PRACTICES FOR TEACHING READING**

Scientific research has demonstrated that the teaching of reading should begin at an early age through teaching practices designed and implemented to exercise and master basic skills that constitute reading competency as defined by the National Reading Panel (2000) (i.e., phonological awareness, alphabetic knowledge, vocabulary, fluency, and comprehension). Phonological awareness means the ability to detect and manipulate sound segments of spoken words (Pufpaff, 2009). Findings on phonological awareness have shown that this is a key skill in the early years of a child's schooling. Many studies have confirmed that this skill is a good predictor of future reading performance (Porta et al., 2010; Suárez et al., 2013; Kjeldsen et al., 2014; Del Campo et al., 2015). Alphabetic knowledge refers to the knowledge of the rules for grapheme-phoneme (G-P) and phoneme-grapheme (P-G) conversion; fluency, which is described as the ability to read texts rapidly and accurately, using appropriate intonation within the reading context; vocabulary, i.e., learning the meaning and use of words in a given context; and comprehension, which refers to a child's ability to reason about, reflect on, and understand what they are reading (Jiménez et al., 2012). Teaching these essential components of reading not only helps children learn to read (National Reading Panel, 2000) it is also helpful for children at risk of exhibiting learning difficulties (Adams, 2001; Foorman and Torgesen, 2001; Tunmer and Arrow, 2013). Numerous recommendations of instructional practices to promote these basic skills have emerged from research findings. The National Reading Panel (2000) developed specific recommendations for activities to teach phonemic awareness. These include isolating, identifying, categorizing, substituting, adding, and deleting phonemes. In the same vein, it has been found that when two or more tasks of segmenting (e.g., dividing a word up into sounds) and deletion (e.g., removing a sound from a given word) are combined, the effect size is much greater.

With respect to alphabetic knowledge, findings have shown that it is better to combine the teaching of sounds with that of the printed letter (Ehrli et al., 2001; Stevenson, 2004; Carvalos et al., 2005; Hatcher et al., 2006). It has been shown that the most effective of all the programs using different phonics methods to teach this skill for teaching reading are those that are: synthetic (converting letters to sounds, mixing sounds to form words), analytic (identifying words and their sounds), spelling-based (transforming letters into sounds), contextual (using sound-letter correspondence and finding unknown words in a text), and analogical (using parts of written words to find new ones) (National Reading Panel, 2000). In addition, it's important to note that using a systematic instructional sequence (i.e., easier to more complex and most common letters and letter patterns) first) providing ample opportunities for practice and employing evidence-based methods of phonics instruction results in better student outcomes (Armbruster et al., 2001).

Fluency is another skill that predicts reading success. Teachers should teach their pupils to read texts accurately, quickly, and effortlessly, using the correct pronunciation (Nichols et al., 2008), rapidly, precisely, and with the appropriate intonation (Allington, 1983). It has been shown that guided oral instruction, the use of tutoring, and the involvement of the child's immediate environment have a positive influence on rapid reading (National Reading Panel, 2000). Consolidating this skill also contributes to improving comprehension, as the pupil can free up more cognitive resources for understanding a text (National Institute of Child Health and Human Development, 2000; Hirsch, 2007). Teachers need to use activities focused on: repeated reading of the same text (Rasinski, 2003), independent reading of carefully selected text (Allington, 2000), or practicing expression (Schwanenflugel and Benjamin, 2012), and repeated oral reading with feedback (Armbruster et al., 2001).

Teaching vocabulary also has a direct influence on reading comprehension and vice versa (Perfetti et al., 2005; Hirsch, 2007; Strasser et al., 2013). This skill should be taught early on, and it should focus on the use of strategies such as the use of new technologies, the indirect method, and repeated exposure to words and their meanings (Joshi, 2005; Perfetti et al., 2005; Hirst, 2007; Strasser et al., 2013). Instruction should include multiple exposures to a word, careful selection of words, deepening the meaning of the words, connecting familiar and new words and teaching compound or familiar words (Lane, 2014).

As for comprehension, defined as the skill in which intentional thinking is developed, whereby the meaning of words is constructed through interaction between the text and the reader (Durkin, 1993), a number of practices have proven effective, such
as: monitoring comprehension, cooperative learning, the use of graphic and semantic organizers, the use of question-and-answer formats, generating questions, recognizing story structure, and summarizing. In addition, teachers need to help children: activate their prior knowledge, provide ample opportunities to use comprehension strategies (i.e., lower, summarize), read and work with different types of texts (i.e., narratives, expository), use questions to facilitate discussion (Shanahan et al., 2010).

In sum, teachers need to incorporate activities aimed at helping children to discover the sounds of phonemes, associating sounds with the corresponding graphic symbols, creating a link between readings of stories or texts, working with previous knowledge and lexicon, this will help the development of skills such as: phonological awareness, alphabetic knowledge, fluency, comprehension and vocabulary (National Reading Panel, 2000). It has been said that it is important not only that teachers be aware of and understand these components, but also that they know how to work with them to contribute to reading success (Cunningham et al., 2009; Joshi et al., 2009; Kaiser et al., 2009; Podhajski et al., 2009). We must first find out how teachers evaluated actually teach reading, and establish whether their teaching practices are based on the recommendations of scientific research; this is the main aim of the present study.

MATERIALS AND METHODS

We employed systematic observation, which is widely used in a range of contexts (Castañer et al., 2013, 2016), as it fulfills the basic requirements proposed by Anguera (1979, 2003): habitual behavior, natural context, and perceptivity. These conditions are all guaranteed in the events tracked in our study. The choice of methodology is also justified, as we used an ad hoc observation instrument to record, analyze, and interpret how teachers of the sample teach reading.

The observational design can be classified as Nomothetic/Follow-up/Multidimensional (N/F/M) (Blanco-Villaseñor et al., 2003; Sánchez-Algarra and Anguera, 2013; Portell et al., 2015), where nomothetic refers to the observation of various different teachers; follow-up refers to recording the behaviors or situations that arise over a period of time; and multidimensional refers to the fact that more than one dimension of the participant's response is taken into account. We carried out non-participatory observation of teachers on the island of Tenerife (Canary Islands, Spain), in the classroom context, while they were teaching their pupils how to read. Observation was active, governed by scientific criteria, characterized by total perceptibility, and performed by direct observation of the film shot.

Participants

Our study involved six teachers aged 25 to 50, with 3 to 25 years of teaching experience. Each of them interests us as a case study, individually, and without any pretension of generalizing the results.

The teachers were employed at different preschools and elementary schools on the island of Tenerife. Two of these schools were in a suburban area, one was in a rural area and one was in an urban area. The selection criteria essentially involved ensuring the participants were teachers of language arts and that they spent an average of 1 hour each day on teaching reading.

Materials

The classroom sessions were recorded using four digital video cameras, four stands and two recorders. Both hardware (two complete computer workstations and two pairs of headphones) and software (Windows Movie Maker by Microsoft, for video editing) were used to observe the teachers’ behavior. For recording the data, we used Match Vision 3.0 (Perea et al., 2006). The data quality analysis was done using Generalizability Study (GT) version 2.0.E (Ysewijn, 1996) and the (SAS Institute Inc, 1999) 9.1 statistical package. THEME (Magnusson, 1988) was used to analyze the teachers’ behavioral patterns.

The observation of a natural context requires the use of an observation instrument. The observation tool used here was ad hoc and combines a field format and systems of categories. The field format is formed by the dimensions of the instrument, and a system of categories has been constructed from each one of them.

This instrument was created using the information obtained from the reality observed, and the dimensions are based on innatist, maturational, behaviorist, sociocultural, corrective, repetitive, and psycholinguistic theories (see Suárez et al., 2013; Jiménez et al., 2014). Systems of categories are characterized by their high degree of structure and their adaptation to the previously defined research question (Anguera, 2003). They also respect the assumptions of mutual exclusivity (e.g., a single behavior cannot be associated with two categories) and exhaustiveness (e.g., a category system covers all possible behaviors ascribed to it). This instrument covers the practices carried out by teachers when teaching reading, and is made up of 14 dimensions. Each criterion has allowed the construction of an exhaustive and mutually exclusive category system.

Below is a presentation of the instrument used in this study (see Table 1). The acronyms shown in the following table (which reflect the wording of the categories in Spanish) were used to record the behavior in the Match Vision Studio program (Perea et al., 2006).

The dimensions refer to whether the teacher carried out teaching practices based on: phonological awareness, alphabetic knowledge, fluency, vocabulary, and comprehension activities. In addition, the observation instrument includes other reading teaching practices based on the use of resources, reinforcement, feedback, modeling, guided oral instruction, homework, reading and writing, and psychomotricity activities.

Procedure

Before the recordings were made, authorization was obtained from both the teachers and the pupils’ parents. All participants provided a written informed consent prior to their participation. The dates and times of the recording sessions were scheduled in advance (taking into account the school timetable). On the first days, the cameras were tested to ensure they were being used properly. Afterward, the cameras were set up in the classrooms 10 minutes prior to the start of the agreed session.
### TABLE 1 | Observation instrument of practices used for teaching reading.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Categories</th>
<th>Acronyms (in Spanish)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alphabetic knowledge activities</strong></td>
<td>Teaching sounds</td>
<td>ES</td>
</tr>
<tr>
<td></td>
<td>Teaching letter names</td>
<td>ENL</td>
</tr>
<tr>
<td></td>
<td>Teaching the rule (with graphic symbol)</td>
<td>ERAG</td>
</tr>
<tr>
<td></td>
<td>Teaching the rule (without graphic symbol)</td>
<td>ERSAG</td>
</tr>
<tr>
<td></td>
<td>Rhyming: linking words that rhyme (words can be written in any format: on the board, in notebooks, etc.)</td>
<td>RP</td>
</tr>
<tr>
<td><strong>Phonological awareness activities</strong></td>
<td>Stimulating children to become aware of sound (without visual aid)</td>
<td>ECSSV</td>
</tr>
<tr>
<td></td>
<td>Saying words that start with or contain a given sound</td>
<td>DPEDSO</td>
</tr>
<tr>
<td></td>
<td>Dividing words into syllables</td>
<td>SPS</td>
</tr>
<tr>
<td></td>
<td>Playing “I spy”</td>
<td>JVV</td>
</tr>
<tr>
<td></td>
<td>Separating words in a sentence (clapping or counting)</td>
<td>SPF</td>
</tr>
<tr>
<td></td>
<td>Building words through sounds</td>
<td>CPS</td>
</tr>
<tr>
<td></td>
<td>Rhyming: saying words with the same endings (without graphical symbol as visual aid)</td>
<td>RM</td>
</tr>
<tr>
<td></td>
<td>Saying a sentence with a given words or sound</td>
<td>DFSP</td>
</tr>
<tr>
<td></td>
<td>Alphabet cards</td>
<td>TA</td>
</tr>
<tr>
<td><strong>Use of resources</strong></td>
<td>Using made-up stories</td>
<td>HCI</td>
</tr>
<tr>
<td></td>
<td>Songs</td>
<td>CC</td>
</tr>
<tr>
<td></td>
<td>Poetry</td>
<td>PES</td>
</tr>
<tr>
<td></td>
<td>Written material from different sources (menu, children’s letters)</td>
<td>EDFMC</td>
</tr>
<tr>
<td></td>
<td>Using written texts or stories</td>
<td>UTCE</td>
</tr>
<tr>
<td></td>
<td>Getting children involved (correcting errors, helping each other, play-acting or role-playing)</td>
<td>HPCAD</td>
</tr>
<tr>
<td></td>
<td>Riddles</td>
<td>ADZ</td>
</tr>
<tr>
<td></td>
<td>Metaphors</td>
<td>UM</td>
</tr>
<tr>
<td></td>
<td>Stories with a moral</td>
<td>MRA</td>
</tr>
<tr>
<td><strong>Comprehension previous knowledge activities</strong></td>
<td>Using words the children say</td>
<td>UPN</td>
</tr>
<tr>
<td></td>
<td>Asking children to talk about their experiences</td>
<td>LPNEV</td>
</tr>
<tr>
<td></td>
<td>Reviewing content covered in the past</td>
<td>REPA</td>
</tr>
<tr>
<td><strong>Reinforcement</strong></td>
<td>Positive (verbal or tangible)</td>
<td>P(VM)</td>
</tr>
<tr>
<td></td>
<td>Negative (verbal)</td>
<td>NE-VE</td>
</tr>
<tr>
<td><strong>Feedback</strong></td>
<td>Correcting reading (mispronunciation, getting lost, skipping a line)</td>
<td>CLPDS</td>
</tr>
<tr>
<td></td>
<td>Pointing out where child went wrong</td>
<td>SDSE</td>
</tr>
<tr>
<td></td>
<td>Offering examples</td>
<td>PEJP</td>
</tr>
<tr>
<td></td>
<td>Alerting child to an error (“no, that’s not right”)</td>
<td>AA-NO</td>
</tr>
<tr>
<td></td>
<td>Review and correction of children’s work</td>
<td>RCTN</td>
</tr>
<tr>
<td></td>
<td>Asking questions</td>
<td>PG</td>
</tr>
<tr>
<td></td>
<td>The teacher writes the word or sentence wrong</td>
<td>PEMLP</td>
</tr>
<tr>
<td></td>
<td>Repeating the reading</td>
<td>RL</td>
</tr>
<tr>
<td><strong>Modeling</strong></td>
<td>The teacher shows the steps to be taken, when the child makes a mistake or to remind the children of content</td>
<td>PEPEQ</td>
</tr>
<tr>
<td><strong>Fluency activities</strong></td>
<td>Individual reading (out loud)</td>
<td>LI-VA</td>
</tr>
<tr>
<td></td>
<td>Individual reading (out loud and rapidly)</td>
<td>LIVAR</td>
</tr>
<tr>
<td></td>
<td>Individual reading (silently)</td>
<td>LISIL</td>
</tr>
<tr>
<td></td>
<td>Group reading (out loud)</td>
<td>LG-VA</td>
</tr>
<tr>
<td></td>
<td>Group reading (out loud and rapidly)</td>
<td>LGVAR</td>
</tr>
<tr>
<td></td>
<td>Group reading (silently)</td>
<td>LGSIL</td>
</tr>
<tr>
<td></td>
<td>Fluent reading (rapid, accurate and precise)</td>
<td>FLUI</td>
</tr>
</tbody>
</table>

(Continued)
TABLE 1 | Continued

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Categories</th>
<th>Acronyms (in Spanish)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rapid reading (the teachers says “faster”)</td>
<td>LR</td>
</tr>
<tr>
<td></td>
<td>Individual reading with intonation</td>
<td>LEFI</td>
</tr>
<tr>
<td></td>
<td>Group reading with intonation</td>
<td>LEFG</td>
</tr>
<tr>
<td></td>
<td>Individual reading without intonation</td>
<td>LSEFI</td>
</tr>
<tr>
<td></td>
<td>Group reading without intonation</td>
<td>LSEFG</td>
</tr>
<tr>
<td>Guided oral instruction</td>
<td>Teaching the steps to be followed (saying them)</td>
<td>EDPS</td>
</tr>
<tr>
<td></td>
<td>Instruction on how to intone sentence or text</td>
<td>IEF</td>
</tr>
<tr>
<td>Homework</td>
<td>Doing different activities at home</td>
<td>RVAC</td>
</tr>
<tr>
<td></td>
<td>Reading at home</td>
<td>LECS</td>
</tr>
<tr>
<td>Reading and writing activities</td>
<td>Read the word and then write it</td>
<td>LPLE</td>
</tr>
<tr>
<td></td>
<td>Read the sentence and then write it</td>
<td>LFLE</td>
</tr>
<tr>
<td></td>
<td>Writing and reading a sentence</td>
<td>EFL</td>
</tr>
<tr>
<td></td>
<td>Writing and reading a word</td>
<td>EPL</td>
</tr>
<tr>
<td></td>
<td>Dictation of letters, words or sentences</td>
<td>DICPF</td>
</tr>
<tr>
<td></td>
<td>Copying letters, words or sentences</td>
<td>CLPF</td>
</tr>
<tr>
<td></td>
<td>Completing activities or exercises</td>
<td>CA</td>
</tr>
<tr>
<td>Psychomotoricity activities</td>
<td>Spatial orientation (up, down, left, right, in, out)</td>
<td>OE-AB</td>
</tr>
<tr>
<td></td>
<td>Temporal orientation (yesterday, tomorrow, next year, in a month’s time)</td>
<td>OT-AM</td>
</tr>
<tr>
<td></td>
<td>Rhythm (rhythmic sequences)</td>
<td>R-SR</td>
</tr>
<tr>
<td></td>
<td>Body awareness (knowing parts of the body)</td>
<td>EC-CP</td>
</tr>
<tr>
<td>Literal or inference comprehension activities</td>
<td>Teaching the parts of a book</td>
<td>EPLB</td>
</tr>
<tr>
<td></td>
<td>Relating illustrations to text</td>
<td>RITEK</td>
</tr>
<tr>
<td></td>
<td>Using news and current events</td>
<td>UNRE</td>
</tr>
<tr>
<td></td>
<td>Using exercises from the book to work on comprehension</td>
<td>REL</td>
</tr>
<tr>
<td></td>
<td>Using questions to check for comprehension of a text</td>
<td>UPC</td>
</tr>
<tr>
<td></td>
<td>Summarizing a text</td>
<td>RTEX</td>
</tr>
<tr>
<td>Vocabulary activities</td>
<td>Teaching the meaning of words</td>
<td>ESP</td>
</tr>
<tr>
<td></td>
<td>Using the dictionary</td>
<td>UD</td>
</tr>
</tbody>
</table>

Two cameras and their stands were used to record each teacher. One camera was set up at the back of the classroom, with a full view of the space, to record all instances of teacher-student and student-student interaction. Another camera was placed near the teacher’s desk, to record teacher-student interaction and offer a more detailed observation of the teaching. A total of 10 hours of recordings were made for each teacher (1 hour a day, twice a week) in December 2011 and January 2012. Overall, 42 sessions were used in this study.

Over the course of this process, two observers received four training sessions in the use of Match Vision Studio Premium (Perea et al., 2006). Once the training was completed, each observer viewed the same sessions on different occasions (with 15 days in between viewings), so that both intra- and inter-rater reliability could be calculated.

Data Analysis

Data quality was analyzed with Generalizability Theory (Cronbach et al., 1972) to calculate inter- and intra-rater reliability, and the validity of the instrument used. A measurement plan was also developed to calculate the optimal number of sessions required to run the study.

For the measurement plan, the results showed that the absolute and relative generalizability measures were acceptable (at 0.970 and 0.989) at 30 sessions, and that 40 sessions were needed to reach 0.977 and 0.992, respectively. In this sense, a total of 42 sessions were used to have the same number of sessions per teacher.

Regarding inter- and intra-observer reliability, a four-faceted SRC/O (Session, Criterion, Category/Observer) design was used, and analysis showed the greatest percentage of variability to be related to the Criterion facet (33%), while the Observer facet showed no variability at all. The absolute generalizability
coefficient was 0.999, and the relative coefficient was also 0.999, showing a high inter-rater reliability.

With respect to the intra-rater reliability, using a four-faceted SRC/M (Session, Criterion, Category/Moment) design, analysis showed that 32% of variability corresponded to the Session facet and 33% corresponded to Criterion, while Moment showed no variability. The absolute and relative generalizability coefficients obtained for Observer 1 were both 0.999. The absolute and relative coefficients for Observer 2 were both 0.997, showing high intra-rater reliability too.

Analyses of validity showed low measures of both absolute (0.000) and relative (0.000) generalizability, which is a clear sign that the test meets specificity criteria.

Next, we analyzed the frequency and duration of the behaviors exhibited by the teachers participating in the study. To determine whether their practices were in line with what the research recommends, we analyzed the frequency and duration of each teacher's use of dimensions mentioned above.

Finally, the T-patterns were analyzed to study the instructional sequence for each teacher. T-pattern detection is used to identify hidden patterns within sequential datasets (Magnusson, 1996, 2000, 2005; Magnusson et al., 2015), and in several fields (Brill et al., 2015; Burgone et al., 2015; Castañer et al., 2015). A temporal pattern (T-pattern) is essentially a combination of events that occur in the same order with temporal distances between each other that remain relatively invariant in relation to the null hypothesis that each component is independent and is randomly distributed over time. The basic premise here is that the interactive flow or chain of behavior is governed by structures of variable stability that can be visualized by detecting these underlying T-patterns. We considered patterns that had a minimum occurrence of 7 and p < 0.05.

RESULTS

The results showed that the practice used most was feedback, followed by the use of resources, fluency activities, and comprehension previous knowledge activities. Used to a lesser extent were reading-writing activities, (tangible or verbal) reinforcement of correct performance of exercises and reading, alphabetic knowledge activities such as: teaching sounds, letter names, and rules using a visual aid (see Table 2).

We also saw that none of the teachers used practices based on the recommendations of the National Reading Panel (2000) more than 50% of the time. Measured in terms of instruction time, all the teachers spent <50% of their time teaching the five essential components of reading, with the exception of Teacher E, who spent 70.46% of class time teaching these components. The data also showed that the most common practice was fluency (see Figure 1), followed by literal or inference comprehension activities (see Figure 2), and comprehension previous knowledge activities (see Figure 3). We also found that teaching alphabetic knowledge activities (see Figure 4), phonological awareness activities (see Figure 5) and vocabulary activities (see Figure 6) were the components addressed the least in class.

To observe whether these practices formed part of a work routine, we analyzed the T-patterns of the six teachers. The results showed that Teacher A was constantly working with comprehension and vocabulary, but that his activities focused exclusively on asking questions and teaching the meaning of words. Teacher B's work routine was based on using activities for developing the five essential components of reading. Thus, in this classroom we observed instruction based on teaching fluency through activities such as rapid, accurate, and precise reading and individual/group reading, as well as joint comprehension and vocabulary work in the form of activities such as relating illustrations to text, doing exercises from the book, asking questions, and studying the meanings of words. Also typical for this teacher's work was running many different activities for teaching phonological awareness and alphabetic knowledge. Teacher C worked first on alphabetic knowledge and then on phonological awareness. No other best practices were observed in that teacher's classroom. Teacher D taught comprehension and vocabulary, but did not demonstrate any appropriate practices related to developing fluency, phonological awareness or alphabetic knowledge. Teacher E's work routine was focused on activities involving rapid, fluent, and accurate reading as well as individual/group and silent reading. There were no other best practices identified in this teacher's sequence of instruction (see Figure 7). The selection of this pattern is due to the fact that it is the teacher who uses most of his time to teach evidence-based components. If we analyze the results, we observe a stable T-pattern over time. The T-Patterns are plotted as dendrograms, the interpretation is performed from top to bottom, and beginning with the most elementary levels of the dendrogram. The T-pattern that is analyzed, consists of two dendrograms. The first one indicates that Teacher E works comprehension by asking the children to relate their experiences (LPNEV) and reviewing the contents worked in the classroom in relation to reading (REPA). Later, he uses positive reinforcement (P_VM) and negative reinforcement (NE_VE). Also, as for the feedback, he corrects the student when he is wrong (CLPDS), he indicates where the error is when reading (SDSE), provides examples (PEJP) and rejects when he is wrong (AA_NO). The second dendrogram indicates that the teacher works fluency through the individual reading aloud and fast (LGVAR), group and silent (LGSL), and fast reading (LR). In relation to reading and writing, this teacher firstly asks the children to read and then write the word (LPLE) or phrases (LFLE) and vice versa (EPL-EFL). He also uses activities such as dictation (DICPF), copying (CLPF) complete words or phrases (CA). In addition, he instructs with activities that develop psychomotricity, such as orientation in space (OE_AB) or time (OT_AM), rhythm with rhythmic sequences (R_SR) and body schema (EC_CP). Teacher F used practices based on teaching phonological awareness and alphabetic knowledge activities such as: saying words that start with a given sound, dividing words up into syllables, rhyming, and teaching rules using aids. This teacher also worked on fluency activities, asking the children to read out loud using different combinations as well as quickly, accurately, and precisely. No activities aimed at developing vocabulary and comprehensions were observed in this classroom.
TABLE 2 | Data on the frequency and duration of teacher’s reading practices.

<table>
<thead>
<tr>
<th>PRACTICES</th>
<th>A (%)</th>
<th>B (%)</th>
<th>C (%)</th>
<th>D (%)</th>
<th>E (%)</th>
<th>F (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alphabetic knowledge activities</td>
<td>FR</td>
<td>5.27</td>
<td>9.62</td>
<td>9.87</td>
<td>0</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>3.43</td>
<td>8.08</td>
<td>5.61</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>Phonological awareness activities</td>
<td>FR</td>
<td>8.37</td>
<td>5.24</td>
<td>2.16</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>10.53</td>
<td>6.48</td>
<td>2.57</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Use of resources</td>
<td>FR</td>
<td>10.66</td>
<td>6.82</td>
<td>8.83</td>
<td>20.05</td>
<td>8.79</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>15.60</td>
<td>5.09</td>
<td>18.34</td>
<td>18.46</td>
<td>8.13</td>
</tr>
<tr>
<td>Comprehension previous knowledge activities</td>
<td>FR</td>
<td>6.19</td>
<td>2.15</td>
<td>1.12</td>
<td>4.36</td>
<td>7.43</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>10.58</td>
<td>1.30</td>
<td>10.96</td>
<td>0.81</td>
<td>4.15</td>
</tr>
<tr>
<td>Reinforcement</td>
<td>FR</td>
<td>7.45</td>
<td>13.74</td>
<td>10.56</td>
<td>11.34</td>
<td>3.41</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>3.13</td>
<td>6.14</td>
<td>3.77</td>
<td>2.20</td>
<td>0.84</td>
</tr>
<tr>
<td>Feedback</td>
<td>FR</td>
<td>29.24</td>
<td>32.66</td>
<td>50.82</td>
<td>22.96</td>
<td>37.57</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>23.50</td>
<td>47.60</td>
<td>42.63</td>
<td>29.53</td>
<td>13.41</td>
</tr>
<tr>
<td>Modeling</td>
<td>FR</td>
<td>0</td>
<td>0.71</td>
<td>0.08</td>
<td>2.32</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>0</td>
<td>1.97</td>
<td>0.43</td>
<td>4.13</td>
<td>0</td>
</tr>
<tr>
<td>Fluency Activities</td>
<td>FR</td>
<td>15.25</td>
<td>10.69</td>
<td>6.23</td>
<td>10.17</td>
<td>15.54</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>12.36</td>
<td>7.71</td>
<td>5.93</td>
<td>9.76</td>
<td>27.58</td>
</tr>
<tr>
<td>Guided oral instruction</td>
<td>FR</td>
<td>0.80</td>
<td>0.21</td>
<td>0.08</td>
<td>1.45</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>3.37</td>
<td>0.41</td>
<td>0.40</td>
<td>1.96</td>
<td>5.46</td>
</tr>
<tr>
<td>Homework</td>
<td>FR</td>
<td>0</td>
<td>2.30</td>
<td>0.08</td>
<td>0.58</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>0</td>
<td>2.44</td>
<td>0.11</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Reading and writing activities</td>
<td>FR</td>
<td>8.37</td>
<td>13.57</td>
<td>5.37</td>
<td>4.94</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>6.61</td>
<td>7.27</td>
<td>5.33</td>
<td>6.93</td>
<td>0.42</td>
</tr>
<tr>
<td>Psychomotricity activities</td>
<td>FR</td>
<td>2.17</td>
<td>0.57</td>
<td>0.60</td>
<td>0.29</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>3.44</td>
<td>2.30</td>
<td>0.16</td>
<td>0.95</td>
<td>0.55</td>
</tr>
<tr>
<td>Literal or inference comprehension activities</td>
<td>FR</td>
<td>3.78</td>
<td>0.007</td>
<td>3.98</td>
<td>17.73</td>
<td>21.77</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>2.91</td>
<td>0.08</td>
<td>3.56</td>
<td>20.83</td>
<td>34.63</td>
</tr>
<tr>
<td>Vocabulary activities</td>
<td>FR</td>
<td>2.40</td>
<td>1.72</td>
<td>0</td>
<td>3.77</td>
<td>4.01</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>4.49</td>
<td>3.04</td>
<td>0</td>
<td>4.34</td>
<td>4.05</td>
</tr>
<tr>
<td>Total</td>
<td>FR</td>
<td>99.95</td>
<td>99.91</td>
<td>99.78</td>
<td>99.96</td>
<td>99.95</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>99.95</td>
<td>99.95</td>
<td>99.80</td>
<td>99.98</td>
<td>99.35</td>
</tr>
</tbody>
</table>

FR, frequency; DT, duration.

We can conclude that no teacher followed a sequence of instruction that was based on teaching all of the components recommended in the scientific literature. Three teachers did not consistently work on vocabulary or comprehension. Three did not include activities for working on phonological awareness or alphabetic knowledge in their practice. We also found that some of the activities run for some of the components were insufficient. For instance, there was no use in certain cases of practices involving isolation, identification, or deletion, and in some cases the teachers even confused phonological awareness with alphabetic knowledge; our observations included situations where the teachers were teaching this skill with alphabet cards hanging on the wall for all the pupils to see, even though they were only meant to be teaching the sounds. For alphabetic knowledge, the activities focused on teaching the name of the letter, the rule, and rhymes.

DISCUSSION

The case studies presented here through observational methodology have allowed us to analyze if the reading teaching practices used by the teachers in the classroom context are evidence based. That is, we have tried to investigate if these practices promote the skills prescribed by the NRP (i.e., alphabetic knowledge, vocabulary, fluency, comprehension, phonological awareness).

Our findings showed that none of our teachers used practices based on the recommendations of the National Reading Panel (2000) more than 50% of the time. What is more, the T-pattern analysis showed that no teacher studied, had an instruction sequence that was based on some of the key components. The practice that was used the most was feedback, followed by the use of resources, fluency activities, and previous knowledge comprehension activities. To a lesser extent, we saw the use...
of reading-writing activities, reinforcement aimed at providing (tangible or verbal) praise, reading and writing, and alphabetic knowledge activities. In one of the few studies conducted in this field, Tolchinsky and Y Ríos (2009) found that teachers used explicit, early, systematic teaching. In another study, in which Barragán and Medina (2008) observed practices in six preschool classrooms, the results showed that practices differ as a function of how the classroom is organized and what material is available. Also, Ríos et al. (2010), working with two third and fourth grade teachers, identified two profiles of practice types: situational (e.g., working on the basis of situations that arise in the classroom, using newspapers, letters, etc.) and instructional (e.g., teaching letter names, linking letters with sounds). Also worth mentioning is the work by Fons-Esteve and Buisán-Serradell (2012), who used natural observation and systematic recording to analyze the practices of 71 preschool and elementary school teachers. Their results showed that 39% of these teachers used instructional practices, 18% used multidimensional practices, and 14% used situational practices. Looking at all this research, we see that the main strategies analyzed focused on the instructional characteristics, and classified practices as instructional, situational or multidimensional and in terms of the available resources.

However, a common denominator that we observed in the abovementioned studies and which we present here was a far cry from the activities recommended by the National Reading Panel (2000), which insists, for instance, on the need to teach alphabetic knowledge through methods that are synthetic...
(converting letters to sounds, mixing sounds to form words), analytic (identifying words and their sounds), spelling-based (transforming sounds into letters), contextual (using sound-letter correspondence and finding unknown words in a text), and analogical (using parts of written words to find new ones). With respect to teaching vocabulary, we only observed practices related to teaching the meaning of words and using the dictionary. It has been recommended that when teaching this component, new technologies should also be used (Ito, 2009; Smeets et al., 2014; Bus et al., 2015), as well as the indirect method and repeated exposure to words and their meaning (Daniels, 1994, 1996; Dole et al., 1995); also, this component should be taught early on to promote reading success and comprehension (Joshi, 2005).

With respect to comprehension, only three teachers carried out activities of this type, such as linking an illustration with a text, asking questions or summarizing. These exercises should be complemented with monitoring comprehension, cooperative learning, the use of graphic and semantic organizers and recognizing story structure, all of which are activities that have been shown to predict reading success (National Reading Panel, 2000). These results are in line with those obtained in other studies (Moats and Foorman, 2003; Foorman and Moats, 2004; Moats, 2009), where it was found that teachers were not using evidence-based practices.

One alternative would be to promote professional development among teachers to help them keep their knowledge up-to-date. We are aware that participation rates in this type of training are low, as evidenced by the data obtained through the Progress in International Reading Literacy Study (PIRLS) (Mullis et al., 2007); which showed that teachers in Spain receive less training in teaching reading than their counterparts in Bulgaria or Lithuania. The fact is that teacher quality predicts pupils’ academic success (European Commission, 2008). Teachers should therefore be given the tools they need to teach properly, using research-based practices. Training programs should therefore address both the fundamentals of theory and educational research on the development and structure of language and reading; offer effective strategies and materials for teaching reading and writing; teach techniques for evaluating a pupil’s reading performance as measured by the different components; expose teachers to new technologies; and help teachers strike the right balance between theory and practice.
practice (IRA, 2007). A clear example of this can be found in the DIPELEC (Diploma de Especialización en Enseñanza de la Lectura), the first postgraduate diploma in reading instruction to be offered in Spain (http://fg.ull.es/grados-posgrados/estudios/diploma-de-especializacion-en-ensenanza-de-la-lectura/).

The difficulty now lies in convincing teachers of the need to obtain up-to-date training and change their consolidated teaching practices. Including best practices in legislation and offering compensation to teachers might serve as a good start. A limitation of this study was not analyze how these practices could influence reading performance amongst schoolchildren. Future lines of research should explore this aspect.
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Observation of Communication by Physical Education Teachers: Detecting Patterns in Verbal Behavior
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The aim of this study was to analyze the verbal behavior of primary school physical education teachers in a natural classroom setting in order to investigate patterns in social constructivist communication strategies before and after participation in a training program designed to familiarize teachers with these strategies. The participants were three experienced physical education teachers interacting separately with 65 students over a series of classes. Written informed consent was obtained from all the students’ parents or legal guardians. An indirect observation tool (ADDEF) was designed specifically for the study within the theoretical framework, and consisted of a combined field format, with three dimensions, and category systems. Each dimension formed the basis for building a subsequent system of exhaustive and mutually exclusive categories. Twenty-nine sessions, grouped into two separate modules, were coded using the Atlas.ti 7 program, and a total of 1991 units (messages containing constructivist discursive strategies) were recorded. Analysis of intraobserver reliability showed almost perfect agreement. Lag sequential analysis, which is a powerful statistical technique based on the calculation of conditional and unconditional probabilities in prospective and retrospective lags, was performed in GSEQ5 software to search for verbal behavior patterns before and after the training program. At both time points, we detected a pattern formed by requests for information combined with the incorporation of students’ contributions into the teachers’ discourse and re-elaborations of answers. In the post-training phase, we detected new and stronger patterns in certain sessions, indicating that programs combining theoretical and practical knowledge can effectively increase teachers’ repertoire of discursive strategies and ultimately promote active engagement in learning. This has important implications for the evaluation and development of teacher effectiveness in practice and formal education programs.

Keywords: communicative strategies, social constructivism, systematic observation, physical education, instructional communication

INTRODUCTION

Analysis of patterns in instructional communication allows teachers to reflect on their use of discursive strategies, check that these are aligned with their teaching goals, and resolve to incorporate them as a strategic part of their teaching.

Instructional communication patterns have been detected in the teaching of science (Cazden, 1988; Lemke, 1990) and mathematics (Lobato et al., 2005) and include the
initiation-response-evaluation (IRE) pattern and the elicitation-response-evaluation (ERE) pattern (Bowers and Nickerson, 2001). Both patterns, or sequences, begin with a question designed to actively engage the students in the construction of knowledge. Nonetheless, it has been claimed that IRE sequences can deny students and teachers the opportunity for debate and negotiation (Wright and Forrest, 2007).

Social constructivism theory (Vygotsky, 1978) attaches great importance to dialogue between the agents engaged in the teaching and learning process. The general principle underlying this theory is that students can be helped to build knowledge by stimulating their higher mental processes through language-mediated interaction with their social and cultural environments. Edwards and Mercer (1989), claim that the value of educational mediation lies above all in its potential as a tool for negotiating students’ previous representations and using these as scaffolding to build new knowledge throughout teacher-student interactions. This idea that language, as a modulator of an interactive system, influences cognitive and perceptual processes has also been highlighted by Lupyan (2012).

According to Coll and Onrubia (2001), instructional communication, which they refer to as “discursive strategies,” can serve three important pedagogical functions. It can (a) lead to the establishment of an initial platform for shared representations, where students’ previous knowledge can be linked to the learning objective through discursive strategies involving questions or references to specific or social frameworks; (b) help students to adopt a positive attitude to learning through the use of meta-statements, incorporation of student contributions into their discourse, and characterization of knowledge as something shared; and (c) increase students’ knowledge by guiding them toward increasingly complex representations. To achieve this, teachers can adopt a range of discursive strategies, such as re-elaboration of student contributions, categorization and labeling of certain aspects of content or context, abbreviation of expressions, modification of references used to talk about content, and use of recapitulation, summaries, and synthesis. By incorporating these and similar discursive strategies, which are defined by Coll and Onrubia (2001, p. 24) as a particular form of verbal communication used to guide the construction of knowledge, teachers can increase the impact and effectiveness of their instructional communication. Constructivist strategies are a valuable methodological resource, and they acquire meaning in context and at a given moment during a class. In a study on how to develop tools for an effective classroom, Powell and Kalina (2009) claimed that teachers need to use constructivist strategies and resources, such as examples linked to the topic being taught, questions to assess learning, and discussion and dialogue to recapitulate.

Several authors have analyzed social constructivism in the field of physical education through a theoretical lens. Constructivist physical educators value students’ contributions, actively involve them in the construction of knowledge, and draw parallels between what is being taught and the students’ personal experiences (Azzarito and Ennis, 2003). The main principles underlying the social constructivism theory (higher mental processes, language, mediation, cultural influence, and zone of proximal development) can all be applied to physical education, which involves teaching and learning about the development of motor skills and higher mental processes while enabling the exploration of concepts through action and language (Ussher and Gibbes, 2002). Authors such as Rovegno and Dolly (2006) and Ussher and Gibbes (2002) have also analyzed the constructivist perspective underlying diverse physical and sport education models, including the Teaching Games for Understanding (TGfU) and the sport education, personal and social responsibility, and adventure-based learning models. In all these models, dialogue between teachers and students regarding actions is critical.

The emergence of new sport education models centered around the intentional use of communicative strategies has had an important role in the creation of constructivist understanding (Morgan and Kingston, 2008). The TGfU model, considered by Light (2008) to be a good example of a social constructivist approach to teaching physical education, is perhaps the best-known example (Bunker and Thorpe, 1982; Kirk and MacPhail, 2002; Oslin and Mitchell, 2006). This model stresses the importance of using questions as a key communicative strategy for promoting reflection and tactical awareness among players, and accordingly, stimulates teachers’ interest in the verbal behavior of students in relation to the meaning they attribute to the actions they perform (Wallian and Chang, 2007). As the TGfU model is built on problem-solving activities, high-quality questions are critical. These need to be planned and carefully constructed to ensure that they prompt critical thinking and favor the development of problem-solving skills (Dyson et al., 2004; Mitchell et al., 2006; Hubball et al., 2007). Questions addressed to the group help the students as a whole to scaffold knowledge, creating a learning environment that engages the students in the construction of knowledge (Harvey and Light, 2015) and helps them to learn to learn (Light, 2014). In teaching models that use a similar approach to the TGfU model, eliciting information from students in the form of questions is considered a key discursive strategy for building knowledge. Rink (1998) considers that “instructional strategies” used in the teaching of physical education (e.g., questions, references to existing knowledge, linking to other topics, and recapitulations) are themselves a methodological resource.

Webster (2010) proposed six skills that physical educators should master in order to improve the effectiveness of their instructional communication processes and increase student motivation. The first three are rhetorical communication skills (being clear, content relevance, and using humor) (Chesebro and Wanzer, 2006), while the second three are relational communication skills (immediacy, communication style and listening). For each of these skills, Webster proposed a series of specific instructional strategies.

Other studies in the field of physical education have analyzed the communication of content relevance. Webster et al. (2012), for example, analyzed the different ways in which teachers communicated content relevance and also the frequency with which they reported doing so according to whether they were expert or novices. Webster et al. (2011, 2013), in turn, analyzed how students perceived this communication of content relevance.
The results showed that expert teachers communicate content relevance more frequently and that this strategy appears to instill in students a desire to keep learning. Other studies have analyzed instructional communication among physical educators from the perspective of need-supportive interactions (Haerens et al., 2013). Finally, a study of middle-school students’ perceptions of instructional choices by physical education teachers found that these choices appeared to satisfy autonomy needs and promote student engagement (Agbuga et al., 2016). Overall, the different studies undertaken in this area show that the communication strategies (Anguera and Izquierdo, 2006) employed by physical educators have a significant effect on different aspects of learning. The main aim of this study was to investigate whether it was possible to detect patterns in instructional communication strategies used by primary school physical education teachers. A secondary aim was to determine whether participation in a training intervention designed to teach social constructivist communication skills led to changes in practice.

MATERIALS AND METHODS

Design
To investigate the presence of constructivist discursive strategies (Coll and Onrubia, 2001), we designed a systematic observation study (Anguera, 2003; Castañer et al., 2016, 2017; Anguera et al., 2017) based on indirect observation (Lacy and Darst, 1985; Allison, 1990; Eckrich et al., 1994; Coleman and Mitchell, 2001; Anguera et al., 2018) to analyze the verbal behavior of physical education teachers in a natural classroom setting.

The nature and requirements of the study justified the use of a Nomothetic/Follow-up/Multidimensional design, which corresponds to quadrant IV of the observational methodology designs (Blanco-Villaseñor et al., 2013; Sánchez-Algarra and Anguera, 2013). The design was: (a) nomothetic because we analyzed the instructional communication, or verbal behavior, of three physical education teachers acting individually; (b) “follow-up” because we collected data over a series of successive sessions (intersessional follow-up) and also recorded each session in full, without interruption (intrasequential follow-up); and c) “multidimensional” because although we were investigating just one overall response level or dimension (i.e., the teachers’ instructional communication), the ad hoc observation instrument, which was derived from Coll and Onrubia’s (2001) social constructivist framework, unveiled three levels of response or dimensions (see description of observation instrument).

To investigate changes in the patterns detected following participation in a training activity focused on discursive strategies from a constructivist approach, we organized a collaborative action research program designed to familiarize physical education teachers with the use and value of these strategies as a methodological resource. Collaborative action research programs are accredited models (Carr and Kemmis, 1986; Elliott, 1991) that encourage interpretation and critical thinking to help teachers to reflect on and evaluate their practices and introduce changes that will make these more effective. The collaborative action research program designed for the present study was held over a 4-month period and was led by the first author. The program consisted of eight sessions, held every 2 weeks. It was held in the period between the teaching of the first and second modules. The participants learnt about and discussed social constructivist strategies and alternatives, and reflected on how these could improve their teaching. Because the collaborative action research program was interpreted as a training event, we use the terms “pre-training” and “post-training” in our presentation of data and results.

Participants
We analyzed three physical education teachers (1 man and 2 women) with more than 2 years’ experience who taught a total of 65 students with a mean age of 10.7 years. The students were from 3 years at different schools and included 26 first-second class students, 19 fifth-class students, and 20 sixth-class students. This study was carried out in accordance with the recommendations of Ethical Committee of the University of La Laguna (Spain) with written informed consent from all subjects. All subjects gave written informed consent in accordance with the Declaration of Helsinki.

Observation Instrument
We used an ad hoc observation instrument (Anguera et al., 2007), called Analysis of Educational Discourse in Physical Education, or ADDEF as per its Spanish acronym (Table 1). The instrument was designed to discriminate between and record discursive strategies used by physical education teachers. It was suited to the multidimensional design of the study, and consisted of a combined field format and category system, which is the most recommendable system for studies of this type (Lacy and Darst, 1985; Castañer et al., 2013; Portell et al., 2015). We built a category system for each of the three dimensions or criteria derived from Coll and Onrubia’s (2001) social constructivist theory regarding discursive strategies for the classroom: (1) exploration and activation of previous knowledge, (2) attribution of positive meaning by students to the concepts being taught, and (3) progressive establishment of increasingly expert and complex representations of the subject matter. Table 2 shows the three category systems, which are formed, respectively by three, seven, and four exhaustive, mutually exclusive categories.

Recording Instrument
The transcripts of the teachers’ lessons were coded using the qualitative analysis program Atlas.ti v. 7.1.8. (Figure 1) Lag sequential analysis was performed in GSEQ 5.1 (Bakeman and Quera, 2011).

Procedure
For the data collection stage, 29 sessions corresponding to two teaching modules were recorded. The first module (consisting of six sessions for teacher #1, four sessions for teacher #2, and five sessions for teacher #3) was taught before the collaborative action research program and the second module (consisting of five sessions for teacher #1, five sessions for teacher #2, and four sessions for teacher #3) was taught after the program. A total of 1,991 messages containing the discursive strategies analyzed were recorded: 719 before the program and 1,272 afterwards. All
### TABLE 1 | ADDEF Observation Instrument.

#### Criterion 1. Exploration and activation of previous knowledge

**Use of social framework (A1)**
References to social situations/events (or their meanings) related to the subject matter or task at hand with the aim of establishing sharing meanings in relation to these situations/events.
Example: You have to jump like a frog

**Use of specific framework (A2)**
References to specific previously shared learning experiences, clearly highlighting their relationship with the subject matter or task at hand, seeking to establish shared meanings.
Example: At the beginning of the course we practiced moving from one point to another; today we are going to do sprints.

**Request for information (A3)**
Use of strategies to obtain relevant information from the students on the subject matter or task at hand, but without mention of a social or specific framework.
Example: How many different ways did they throw the ball?

#### Criterion 2. Attribution of positive meaning by students to the concepts being taught

**Use of meta-statements before the task (B1)**
References to what is going to be done or to what might occur, without linking these to a previous activity, and only including messages that refer to the subsequent learning activity.
Example: We are going to play the 10-pass game so that the player who is about to receive the ball in movement learns to get free.

**Use of meta-statements during the task (B2)**
References that remind students about the goal of the task, i.e., about what it is they are trying to improve.
Example: We are practicing our aim and learning to move the cones.

**Incorporation of students’ contributions into the teacher’s discourse (B3)**
Literal or near-literal incorporation into the teacher’s discourse of elicited or spontaneous verbal contributions from the students about what they are learning.
Example: As Laura says, I have to move faster.

**Incorporation of students’ actions into the teacher’s discourse (B4)**
Incorporation into the teacher’s discourse of a specific aspect of a student’s motor behavior, with specific reference to the student involved, with the aim of guiding learning.
Example: Did you see how Luis moves his feet when skipping?

**Characterization of knowledge as something shared (B5)**
References to the subject matter or the task at hand, or their results, systematically using the first person plural (we), and drawing attention to what has been learned or is about to be learned, with the inclusion of a positive evaluation.
Example: We have successfully kept the ball in the air.

**Acknowledgment of acquired personal knowledge (B6)**
References to current tasks or their results using the second or third person singular or plural (you, he/she, they) and highlighting something that has been learned.
Example: Sandra, your shot was very good; you positioned your hands and feet just like we said you should earlier.

**Praise for verbal contribution or action (B7)**
References to current activities or their results using the second or third person singular or plural (you, he/she, they) in response to a motor behavior or verbal comment by a student or group of students, but without mention of a specific type of learning.
Examples: Very good! Nice! Perfect! Great! Excellent!

#### Criterion 3. Progressive establishment of increasingly expert and complex representations of subject matter

**Re-elaboration of student contributions (C1)**
Re-elaboration of a spontaneous or elicited motor or verbal contribution from a student, where the teacher expands, develops, reorganizes, trims, or corrects the relevant information.
Example: Michael says that if we throw the ball in the air, we push our bodies upwards, and if we throw it in front of us, we push our bodies forwards.

**Characterization and labeling of aspects of content or context (C2)**
Redefinition and characterization of a concept, contextual aspects, an activity or its results; the teacher may do this spontaneously or use labels typically employed by the students.
Example: The leg in front is called the drive leg.

**Introduction of different referential expressions (C3)**
Introduction of new referents (spatial, temporal, tactical-strategic, biomechanic-technical and/or physical-physiological) in relation to the task the students are about to start, or to an object or concept. The task/object/concept is clearly identified and highlighted.
Example: When running in a hurdle race, it’s not a good idea to jump over the hurdle when you are very close to it, as we can hurt ourselves. We are going to try to do it at a fast pace, with our front leg in a semi-bent position.

**Cognitive transfer of learning to a future situation (C4)**
Description and/or justification of how the object of the lesion or task can be applied in a future situation.
Example: We are going to work on our spatial-temporal perception, and this will help us to know whether we can cross the road safely or not when we see a car coming.
TABLE 2 | Number and percentage of discursive strategies used before and after participation in the collaborative action research program.

<table>
<thead>
<tr>
<th>Categories (see Table 1)</th>
<th>Teacher #1</th>
<th>Teacher #2</th>
<th>Teacher #3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-training</td>
<td>Post-training</td>
<td>Pre-training</td>
</tr>
<tr>
<td></td>
<td>No.</td>
<td>%</td>
<td>No.</td>
</tr>
<tr>
<td>A1 (social framework)</td>
<td>20</td>
<td>6.49</td>
<td>34</td>
</tr>
<tr>
<td>A2 (specific framework)</td>
<td>11</td>
<td>3.57</td>
<td>24</td>
</tr>
<tr>
<td>A3 (request for information)</td>
<td>53</td>
<td>17.21</td>
<td>175</td>
</tr>
<tr>
<td>B1 (meta-statements before task)</td>
<td>4</td>
<td>1.30</td>
<td>4</td>
</tr>
<tr>
<td>B2 (meta-statements during task)</td>
<td>3</td>
<td>0.97</td>
<td>2</td>
</tr>
<tr>
<td>B3 (incorporation of students' contributions)</td>
<td>28</td>
<td>9.09</td>
<td>111</td>
</tr>
<tr>
<td>B4 (incorporation of students' actions)</td>
<td>2</td>
<td>0.65</td>
<td>11</td>
</tr>
<tr>
<td>B5 (characterization of knowledge as shared)</td>
<td>0</td>
<td>0.00</td>
<td>1</td>
</tr>
<tr>
<td>B6 (acknowledgement of acquired knowledge)</td>
<td>1</td>
<td>0.32</td>
<td>26</td>
</tr>
<tr>
<td>B7 (praise for verbal contribution/action)</td>
<td>169</td>
<td>54.87</td>
<td>82</td>
</tr>
<tr>
<td>C1 (re-elicitation of student contribution)</td>
<td>8</td>
<td>2.60</td>
<td>40</td>
</tr>
<tr>
<td>C2 (characterization/labeling of content/context)</td>
<td>4</td>
<td>1.30</td>
<td>0</td>
</tr>
<tr>
<td>C3 (introduction of referential expressions)</td>
<td>2</td>
<td>0.65</td>
<td>6</td>
</tr>
<tr>
<td>C4 (cognitive transfer to future situation)</td>
<td>3</td>
<td>0.97</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>308</td>
<td>100</td>
<td>516</td>
</tr>
</tbody>
</table>

The sessions were recorded using a Panasonic HDC-HS100 video camera fitted with a wireless audio recording system (AKGPR81 + PT81). The intraobserver reliability of the data was checked using Krippendorf’s canonical agreement coefficient (Krippendorf, 2004), which is an adaptation of Cohen’s kappa statistic (Cohen, 1960), used to analyze at least three datasets collected at three different points in time. The analysis was performed in HOISAN (v. 1.6.3.3) (Hernández-Mendo et al., 2012). Interobserver reliability was tested by having each of the three observers code a randomly selected segment of 15 min on three occasions, separated by 10 days each. The results yielded a mean kappa coefficient of 0.97, indicating almost perfect agreement. The reliability of the data was also guaranteed by using the consensus agreement method (Arana et al., 2016), which is a qualitative method in which observers agree on how to code a particular item before it is included in the dataset. The three observers were trained for over 80 h over a 6-month period and recorded 15% of the total session content using the consensus agreement method.

Data Analysis

Because the first objective, which was quantitative in nature, consisted of identifying the verbal behavior of the participating teachers, the dataset of events recorded during each session was processed using lag sequential analysis. This data analysis technique, proposed by Bakeman (1978), and subsequently extended by Bakeman and Gottman (1986) and Bakeman and Quera (2011), has proven to be highly effective in diverse fields (Lapresa et al., 2013; Roustan et al., 2013), and is extremely useful for analyzing datasets compiled from direct and/or indirect observation that contain sequences of behaviors coded using an ad hoc observation instrument. The first step in this analysis is to define our criterion behaviors (the starting point of any possible patterns detected) and to apply the time lags defined for the study. Observed probabilities were calculated for each of the lags using the binomial test; this test produces adjusted residuals (Allison and Liker, 1982), which show the strength of association between significantly associated categories (i.e., between criterion behaviors and the conditional behaviors with which they are associated). The level of significance was set at $p < 0.05$. Adjusted residuals are prospective when the lags are analyzed in a forward direction from the criterion behavior (lags $+1$, $+2$, etc.) and retrospective when they are analyzed in a backward direction (lags $−1$, $−2$, etc.). Adjusted residual values higher than 1.96 and lower than 1.96 are therefore statistically significant. In this study, we looked at two retrospective lags ($−2$, $−1$) and two prospective lags ($+1$ and $+2$). In other words, we looked at the two events that occurred immediately before the criterion behavior and the two events that occurred immediately afterwards.

We also performed a descriptive statistical analysis of the number and percentage of discursive strategies used during the two teaching modules analyzed (Table 2).

RESULTS

Descriptive Analysis

Table 2 shows the descriptive statistics for the discursive strategies observed for each teacher before and after participation in the action research program.

An increase in the frequency and variety of discursive strategies employed by the teachers was observed in the post-training phase, indicating that participation in the collaborative action research program provided the teachers with a greater...
repertoire of discourse tools and resources with which to construct knowledge with their students.

**Detection of Communication Patterns**

Tables 3–5 show the adjusted residual values for the retrospective lags (−1, −2) and the prospective lags (+1, +2) for teachers #1, #2, and #3, respectively, before and after participation in the collaborative action research program (pre- and post-training). The first cell in each row shows the criterion behavior, while the remaining cells show the respective conditional behaviors and the corresponding adjusted residuals.

For teacher #1 in the pre-training phase, a strong, stable association was observed between category A1 (social framework) and acknowledgment of acquired knowledge (B6, adjusted residual = 3.87) and request for information (A3) at lag 2 (adjusted residual = 2.03) (Table 3).

Example:

**Teacher:** You have two weights and two discs over there, but be careful as it is very heavy. It’s made of very hard rubber like the rubber on trucks (A1). You picked that up really well Jorge with your hands, opening your fingers (B6). How do you all think we can throw this weight? (A3).

This indicates that teacher #1 tends to ask questions immediately after making a comment linking the subject matter or task to everyday, social aspects. Requests for information (A3) were predominantly followed by incorporation of student contributions into the teacher’s discourse (B3, adjusted residual = 4.82) or re-elaboration of contributions (C1, adjusted residual = 2.49).

Example:

**Teacher:** What do we need to take into account in a race that lasts for a long time? (A3).

**Student:** Speed.

**Teacher:** Speed (B3). What do we do with speed Alba? (A3).

**Student:** Control it.

**Teacher:** Control it, spread out our energy (C1).

The above exchange shows a pattern formed by a question that triggers an answer, which is repeated and then elaborated on.

The pattern observed for teacher #2 (Table 3) was very similar, with requests for information strongly associated with incorporation of contributions (B3, adjusted residual = 8.81) and re-elaborations (C1, adjusted residual = 4.42).

Example:

**Teacher:** Sandra, tell me one way of warming up (A3).

**Student:** Heels back.

**Teacher:** Heels back (B3).

In this case, reference to the social framework (A1) was slightly more strongly associated with the use of metastatements during task execution (B2, adjusted residual = 8.32), indicating that the teacher’s strategy was to link the learning
TABLE 3 | Adjusted residuals for teacher #1 at the four lags analyzed before and after the collaborative action research program.

<table>
<thead>
<tr>
<th>Lag−2</th>
<th>Lag−1</th>
<th>Lag 1</th>
<th>Lag 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-training</td>
<td>Post-training</td>
<td>Pre-training</td>
<td>Post-training</td>
</tr>
<tr>
<td>A1</td>
<td>A2 2.88</td>
<td>C3 2.52</td>
<td>A2 2.81</td>
</tr>
<tr>
<td></td>
<td>A2</td>
<td></td>
<td>A2</td>
</tr>
<tr>
<td>A2</td>
<td>B1 2.03</td>
<td>B6 2.83</td>
<td>B1 4.41</td>
</tr>
<tr>
<td>A3</td>
<td>A1 2.03</td>
<td></td>
<td>B3 4.82</td>
</tr>
<tr>
<td>B1</td>
<td></td>
<td>B1 3.44</td>
<td>A3 3.86</td>
</tr>
<tr>
<td>B2</td>
<td></td>
<td>B6 2.88</td>
<td>C1 5.62</td>
</tr>
<tr>
<td>B3</td>
<td>B1 3.56</td>
<td>A3 4.82</td>
<td>A3 5.86</td>
</tr>
<tr>
<td>B4</td>
<td></td>
<td>B1 3.14</td>
<td></td>
</tr>
<tr>
<td>B5</td>
<td></td>
<td>A1 3.73</td>
<td></td>
</tr>
<tr>
<td>B6</td>
<td>A3 2.17</td>
<td>B7 3.75</td>
<td>A1 3.87</td>
</tr>
<tr>
<td>B7</td>
<td>B2 3.25</td>
<td>B4 4.35</td>
<td>B6 2.65</td>
</tr>
<tr>
<td>C1</td>
<td>A3 2.44</td>
<td>B3 2.6</td>
<td>A3 2.49</td>
</tr>
<tr>
<td>C2</td>
<td></td>
<td>A1 3.7</td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td></td>
<td></td>
<td>A2 3.51</td>
</tr>
<tr>
<td>C4</td>
<td>B2 5.62</td>
<td>C1 3.29</td>
<td></td>
</tr>
</tbody>
</table>

Adjusted residual values > 1.96 implies $p < 0.05$.

objective to sociocultural aspects. The social framework was also associated, but to a lesser extent, with re-elaborations (C1, adjusted residual = 2.68).

Example:

Teacher: If the person holding it touches you, you have to stand on one leg, as if you were a stork (A1).
Student: Like in the red cross game.
Teacher: Yes, like in the red cross game but here you can be freed and saved (C1).

The teacher shows concern for establishing links between what the students already know and what is being taught. She links concepts from the animal world to the rules of the game to help the students to understand them. In the case of teacher #3, requests for information were also associated with re-elaborations (C1, adjusted residual = 3.06), showing a desire to explore and build on previous knowledge. Labeling (C2) was also associated with a literal incorporation of the students’ contributions into the discourse of teacher #3 (B3, adjusted residual = 2.03).

For teacher #1, the association observed in the pre-training phase between requests for information (A3) preceded by B3 (adjusted residual = 5.86) and C1 (adjusted residual = 6.08) was even stronger in the post-training phase, showing that the teacher continued to use this discursive pattern as a means of constructing knowledge (Table 3).

Example:

Teacher: They are practicing techniques. Which ones? (A3).
Student: Dodging.
Teacher: Dodging, dribbling, and feinting (C1).

The teacher constantly interacts with the students by asking them questions, acknowledging their answers, and then elaborating on them for the benefit of the group. We also observed a new association between the use of meta-statements (B1) and a specific framework (A2) at lag 1 (adjusted residual = 4.41) and lag 2 (adjusted residual = 2.03).
### Table 4: Adjusted residuals for teacher #2 at the four lags analyzed before and after the collaborative action research program.

<table>
<thead>
<tr>
<th>Lag – 2</th>
<th>Lag – 1</th>
<th>Lag 1</th>
<th>Lag 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-training</td>
<td>Post-training</td>
<td>Pre-training</td>
<td>Post-training</td>
</tr>
<tr>
<td>A1</td>
<td>B6 2.66</td>
<td>A2 2.4</td>
<td>C2 2.4</td>
</tr>
<tr>
<td>A2</td>
<td>C1 3.28</td>
<td>B7 3.4</td>
<td>C4 5.21</td>
</tr>
<tr>
<td>A3</td>
<td>B3 2.68</td>
<td>C1 2.5</td>
<td>B3 8.81</td>
</tr>
<tr>
<td>B1</td>
<td>A1 2.23</td>
<td>A2 3.58</td>
<td>A1 2.25</td>
</tr>
<tr>
<td>B2</td>
<td>A1 8.32</td>
<td>A1 2.4</td>
<td>C2 3.61</td>
</tr>
<tr>
<td>B3</td>
<td>B1 2.87</td>
<td>B5 2.11</td>
<td>A3 8.81</td>
</tr>
<tr>
<td>B4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B5</td>
<td>A3 2.15</td>
<td></td>
<td>B1 2.51</td>
</tr>
<tr>
<td>B6</td>
<td>B1 2.45</td>
<td>B7 2.89</td>
<td>C3 3.5</td>
</tr>
<tr>
<td>B7</td>
<td>B2 3.05</td>
<td>B2 2.19</td>
<td>A2 3.39</td>
</tr>
<tr>
<td>C1</td>
<td>C4 2.5</td>
<td>A1 2.68</td>
<td>A3 4.59</td>
</tr>
<tr>
<td>C2</td>
<td></td>
<td>A1 2.25</td>
<td>A1 2.4</td>
</tr>
<tr>
<td>C3</td>
<td></td>
<td>B2 2.16</td>
<td>A2 5.17</td>
</tr>
<tr>
<td>C4</td>
<td>A2 5.17</td>
<td></td>
<td>A2 5.21</td>
</tr>
</tbody>
</table>

Adjusted residual values > 1.96 imply $p < 0.05$.

**Example:**

**Teacher:** Now we are going to learn how to pass the ball with the stick and to shoot. (B1). Does anyone remember how to hit the ball; we saw it yesterday? (A2).

The above example shows the use of a new discursive strategy involving commenting on the learning objective and linking it to a previous shared experience, thereby aiding comprehension. The teacher also incorporated the students’ actions into his communication (B4) and combined this with praise (B7, adjusted residual $= 4.35$).

**Example:**

**Teacher:** Look how Carlos is holding the stick (B4). Good Miguel (B7), Good Luis (B7).

We also observed a recurrent pattern consisting of the prospective and retrospective interlinking of praise (B7) and recognition (B6), indicating concern for creating a positive learning climate.

**Example:**

**Teacher:** Nice Carlos (B7), good pass Dailos (B6).

The teacher also praised the students when comments were made by the group (B5, adjusted residual $= 2.31$). The above observations strongly suggest that participation in the collaborative action research program led teacher #1 to adopt new discursive strategies as a means of constructing knowledge.

The number of significant associations between the discursive strategies analyzed was also higher for teacher #2 in the post-training phase (Table 4). First, the social framework (A1) was strongly associated with labeling (C2, adjusted residual $= 2.25$).
**TABLE 5** Adjusted residuals for teacher #3 at the four lags analyzed before and after the collaborative action research program.

<table>
<thead>
<tr>
<th>Lag−2</th>
<th>Lag−1</th>
<th>Lag 1</th>
<th>Lag 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-training</td>
<td>Post-training</td>
<td>Pre-training</td>
</tr>
<tr>
<td>A1</td>
<td></td>
<td></td>
<td>C1 2.36</td>
</tr>
<tr>
<td>A2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>B3 3.32</td>
<td>C2 1.9</td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B3</td>
<td>A3 6.28</td>
<td>C2 2.03</td>
<td>A3 3.32</td>
</tr>
<tr>
<td>B4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B7</td>
<td>A1 2.36</td>
<td>C2 2.36</td>
<td>A3 3.06</td>
</tr>
<tr>
<td>C1</td>
<td>B7 2.62</td>
<td>B3 2.03</td>
<td>A3 1.99</td>
</tr>
<tr>
<td>C2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Adjusted residual values > 1.96 implies p < 0.05.*

Example:

**Teacher:** It's shaped like Indian feathers (A1) but it's not a duster, it's called a shuttlecock or an *indica* (C2).

A1 was also associated with the use of meta-statements before (B1, adjusted residual = 2.25) and during the task (B2, adjusted residual = 2.4), as well as with A2 at lag −1 (adjusted residual = 2.4), showing that the teacher actively linked aspects of the task at hand to sociocultural content. The previously observed pattern between requests for information (A3) and incorporation of students' contributions (B3) and re-elaborations (C1) was still present but stronger (adjusted residual = 5.61 and adjusted residual = 4.59, respectively). Finally, incorporation of new referential expressions (C3) was associated with the use of meta-statements during the task (B2, adjusted residual = 2.16) indicating a concern for highlighting the important aspects of the task at hand.

Example:

**Teacher:** If you are going to shoot hard, stand away from the wall a little, look at the distance and think about how hard you are going to kick the ball (C3) and remember that we are practicing shooting and receiving in this task (B2).

The stronger associations observed between categories and the greater number of patterns suggest that this teacher intentionally incorporated a greater range of strategies into his teaching.

In the post-training stage, teacher #3 (**Table 5**) continued to use the communication pattern consisting of requests for information followed by incorporation of student contributions (B3, adjusted residual = 6.28).

Example:

**Teacher:** What do you know about baseball?
**Student:** You have to bat the ball.
**Teacher:** You have to bat the ball (B3). And what else? (A3).
**Student:** Be fast.
**Teacher:** Be fast (B3).

In the pre-training phase, there was a significant association between A3 and C1, while in the post-training phase; there was a significant association between A3 and B3. Fewer associations were observed between discursive strategies for this teacher than for teachers #1 and #2.

**DISCUSSION**

We have studied the verbal behavior of three teachers in their natural setting. Although each of these teachers is considered
as a “single case,” they were monitored intensively over a series of sessions, resulting in the generation of large volumes of data, which, once converted into matrices of codes through annotation in ATLAS.it, were analyzed by lag sequential analysis to uncover patterns related to the use of social constructivist communication strategies. We are particularly interested in determining the extent to which single cases can reveal patterns that can then be merged, either partially or fully, to methodologically advance toward a multiple case, as proposed by Stake (2006) and Yin (2014).

We wished to investigate whether participation in a collaborative action research program would result in significant changes in the use of discursive strategies of a social constructivist nature by physical education teachers. Our analysis of these strategies by primary school physical education teachers shows a clear pattern composed of questions-answers-literal incorporation-re-elaboration of students’ answers both before and after participation in a collaborative action research program designed to improve familiarity with and use of constructivist discursive strategies as a methodological resource. Such strategies encourage students to engage more actively in their learning, as claimed by Cazden (1988), Lemke (1990), Lobato et al. (2005) and Wright and Forrest (2007), who highlighted the importance of the triadic IRE dialogue pattern. The recurrent discursive pattern observed in our study (request for information (A3) + incorporation of students’ contributions (B3), like request for information (A3) + re-elaboration of student contribution (C1), which is similar to the ERE pattern (Bowers and Nickerson, 2001), provides teachers with the means to guide their students toward the construction of significant meaning through the use of questions, reasoning, and argumentation. In this case, evaluation of students’ answers leads teachers to take two decisions, i.e., to incorporate what the students say into their discourse and to re-elaborate when the answer is incomplete.

Use of questioning to promote learning has been advocated by many authors (Wallian and Chang, 2007; Harvey and Light, 2015), who have shown that the use of open-ended questions in the classroom encourages reflective learning (Dyson et al., 2004; Mitchell et al., 2006; Hubball et al., 2007). Similarly, teachers who use closed questions to control construed meanings are better positioned to guide and elaborate on answers and to draw students’ attention to the relevance or importance of certain learning points. Such strategies have been shown to play an important role in aiding understanding (Webster et al., 2012, 2013). In our analysis, just one change in the use of discursive strategies was observed for teacher #3 following his participation in the collaborative action research program. The observation of additional associations: meta-statements before task (B1) + request for information (A3) + incorporation of students’ contributions (B3) + meta-statements before task (B1) in the pre-training phase for teacher #1 shows that this teacher was already using some of these strategies, even though he was not familiar with the theory behind them.

Participation in the collaborative action research program appears to have had a positive impact on teaching performance, as we detected an increase in the number and strength of associations observed in the post-training phase, suggesting that the use of new communication patterns was both intentional and strategic. The fact that the teachers recognized the usefulness of the strategies is evident through statements such as: “I can see that the kids are improving. I think that they are understanding things better and are doing the exercises with a greater understanding of why they are doing them and they are also making an effort to do things a little better, this gives me the strength to keep doing things and to keep trying. It’s mutual reinforcement.” They acknowledged the advantages of using constructivist techniques, probably because they feel that they will make their work easier and help their students to learn better. The patterns detected show that the teachers prefer to explore students’ knowledge and reinforce correct answers rather than advance this knowledge to a more expert form; one exception is the use of re-elaborations of student contributions in the post-training phase. This greater tendency to explore and reinforce learning may be related to the short duration of the teaching modules analyzed. The identification of stable sequences in the forms of patterns as opposed to the use of isolated categories in the pre-training phase may indicate that the associations observed between categories from criteria 1 and 2 in the observation instrument reflects acquired practices, or habits, rather than an intentional, strategic use of strategies grounded in theoretical knowledge. The post-training results, by contrast, show that the teachers were familiar with the theory underlying the strategies they were incorporating into their instructional communication. It would therefore appear that participation in the collaborative action research program equipped the teachers with a greater repertoire of discursive strategies to actively engage students in the joint enterprise of learning.

We found that the three teachers all modified their use of discursive strategies after participation in the program. Particularly noticeable were improvements in the use of praise (B7), which was associated with incorporation of students’ actions (B4) and acknowledgement of acquired knowledge (B6) as forms of recognition during task execution in the case of teacher #1. This observation reflects an increased interest in creating a positive learning climate. The continuous linking of previous knowledge is necessary to build knowledge, and in the post-training phase, teacher #2 intentionally used patterns linking social frameworks (A1) to other categories, such as meta-statements before task (B1) and meta-statements during task (B2). We also observed a significant relationship between characterization and labeling (C2) with explanations of tasks (B1).

Participation in the collaborative action research program also brought about changes in the way the teachers communicated with their students, as reflected in comments such as “I can see better results, I have saved time, and I feel that I am communicating better with my students. I can use discursive strategies to improve my teaching.” The incorporation of new strategies also indicates the teachers’ concern for improving both the teaching and learning process. Our findings support the usefulness of collaborative action research programs as an effective means of perfecting teaching performance.
Discursive strategies, which involve the conscientious use of language, should be used both strategically and intentionally in the classroom. Teachers need to know which form of language to use and when, and to see discursive strategies as a methodological resource rather than a means of support for their teaching activities. Teachers who use discursive strategies are thus effectively incorporating the potential of a scientific theory into their teaching practice and linking this to academic content. The integration of different formal and informal learning processes is particularly important in competence-based learning that aims to help students relate learning strategies to content and to use them effectively in different situations and contexts.

The limitations of our study are largely related to the difficulties associated with working with verbal behavior, as there is a risk of drawing inferences from the theoretical framework used as a reference for building the observation instrument.

The results of this study should bring us to reflect on the effectiveness of the methodological resources we conscientiously use in the classroom and on the functionality of the discursive strategies used by physical education teachers.

CONCLUSIONS

The teachers showed a consistent use of constructivist discursive strategies before and after participation in a research action program. The pattern detected consisted of requests for information followed by the incorporation of the students’ contributions into their communication and the re-ellation of their answers.

Following participation in this program, the teachers were seen to use more discursive strategies, generating new patterns.

By using lag sequential analysis, we were able to uncover hidden yet solid, meaningful patterns in the instructional communication of physical education teachers and to generate information of potential value for both teachers and researchers.
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This study applied a systematic observation strategy to identify coercive behavioral patterns in school environments. The aim was to describe stability and change in the behavioral patterns of children identified as victims of bullying. To this end, the following specific objectives were defined: (1) to identify episodes of bullying based on the frequency of negative behaviors received and power imbalances between bully and victim; (2) to describe stability and behavioral changes in student victims based on their social and academic conduct and the aggression they receive from peers and teachers; and (3) to describe the functional mechanisms responsible for the process of social organization (i.e., the Social Effectiveness, Social Responsiveness, and Social Reciprocity Indexes). The sample consisted of nine children identified as victims, nine classified as bullies, and nine matched controls, all elementary school students from the study developed at the National Autonomous University of Mexico files. A multidimensional/idiographic/follow-up observational design was used. Observational data describes asymmetry between victims and bullies based on microanalyses of the reciprocity of their behavioral exchanges. In addition, the behavioral patterns of victimized children were identified in relation to their academic activity and social relationships with peers. A model of coercive reciprocity accurately describes the asymmetry found among bullies, victims, and controls. A reduction in victimization was found to be related to: (1) responsiveness to the initiation of social interactions by peers and teachers; and (2) the time allocated to academic behavior during the study.

Keywords: bullying, behavioral patterns, children, victims, teachers

Studies of bullying have already identified serious detrimental effects, both short- and long-term, not only for victims (Lereya et al., 2015) but also for passive observers and the bullies themselves. Finally, it is clear that bullying negatively affects a school’s social climate (Beaudoin and Roberge, 2015). Bullying is a type of aggression exhibited in a persistent manner via coercive behavior toward a person(s), with an existing power asymmetry between victim and aggressor (Olweus, 2001). Coercive behavior is expressed as the combination of functional events, bi-directional and generally asymmetric, where a person manipulates the conduct of others using the contingent presentation of aversive events that are removed when the others behavior takes the desired direction (Patterson, 1979).
In general, bullying has been observed using indirect measures (Olweus, 1993), as only a few studies of 1,471 used observational methodologies that can provide novel empirical evidence for evaluating this phenomenon (Machado et al., 2015). Direct observation of patterns of social interaction facilitates identifying how social relationships are established, maintained, and modified (Cairns, 1979; Bakeman and Gottman, 1986; Espinosa, 2017), making this methodology suitable for the study of bullying. From an ecological perspective, this field takes into account the outcomes of how intra- and inter-individual dimensions relate over time (Modecki et al., 2014), based on multi-method research approaches.

Previous research on patterns of coercive behavior have used multi-method approaches that include behavioral data, self-reports and reports from peers and other adults, as well as sociometric indicators of behavior, status, and consensus (Santoyo et al., 2007b, 2008). The theoretical framework for this study corresponds to the synthesis approach of Cairns (1979), and its implications to school settings (Cairns and Cairns, 1994), which is framed in the social organization processes, through which it is possible the study of social networks of the students through ecological social analysis, that has a sociometric technique called Social Cognitive Maps (SCM; Farmer and Cairns, 1991).

The analysis of social ecology in this perspective lies in studying the relevant elements of social links that children maintain at the school environment. SCMs, allow to identify the subgroups of students of a classroom, allowing to analyze their social interactions in the school setting.

For the analysis of the social links, it is necessary to use analyses of the Functional Mechanisms responsible for the process of social organization, and the use of the following social competency scales have been proposed: Social Effectiveness (SEI), Social Responsiveness (SRI), and Social Reciprocity Indexes (Santoyo, 1996).

As defined in Equation (1), the social effectiveness index describes the relative frequency of initiating acts by the target subject (TS) that result in a social episode (i.e., successful initiating acts), relative to the total number of initiating acts (with or without a peer response).

$$SEI = \frac{\text{Successful initiating acts}}{\text{Total initiating acts}}$$  \hspace{1cm} (1)

As Equation (2) shows, the Social Responsiveness Index describes the relative frequency of successful initiating acts directed toward the target that result in a social episode, relative to the total number of social initiating acts directed toward the target (with or without a target response).

$$SRI = \frac{\text{Social response to acts}}{\text{Total initiating acts}}$$  \hspace{1cm} (2)

The third index reflects coercive reciprocity. It is useful for distinguishing behavioral symmetry between children who exhibit aggressive behavior and those who do not (Santoyo et al., 1996, 2007c; Espinosa, 2017). According to this index, aggressive children exhibit higher reciprocity in their coercive exchanges than a matched group (Santoyo et al., 2008, 2017). This kind of effect has also been found in the conflictive interaction of violent spouses (López and Santoyo, 2004): This relationship can be expressed using the coercive reciprocity model, as shown in Equation (3).

$$\frac{Nbe}{Nbe + Nbr} = \frac{Nsep}{Nsep + Nser}$$  \hspace{1cm} (3)

The first part of this equation represents provoked events, where Nbe (Negative behavior emitted) indicates physical or verbal coercive behavior from the target toward a peer without the peer having addressed the target during the interval immediately preceding such behavior. Nbr (Negative behavior received) represents physical or verbal coercive behavior directed toward the target without provocation by her/him during the interval immediately preceding such behavior. The second part corresponds to the consequences of provocation: Nsep (Negative social episodes produced) represents negative social episodes initiated by the target, while Nser (Negative social episodes received) shows negative social episodes initiated by a peer. Negative social episodes are defined as physical and/or verbal behaviors between the focal subject and other persons that occur either simultaneously or successively, with mutual dependence on the participants’ behavior.

Our review of current literature found no previous studies that attempted to identify these kinds of functional mechanisms of bullying based on dyadic interactions and assessments of mechanisms of effectiveness, responsiveness, and reciprocity.

In this study, the power imbalance or asymmetry between victim and bully was identified by analyzing the reciprocity mechanism (Equation 3) in light of the definition by Atlas and Pepler (1998), in which victims are defined as students who are targets of negative behaviors, and bullies as those who frequently initiate such behaviors. We adopted a synthesis approach based on implementing social ecology analysis (Cairns, 1979) that allows a better understanding of how both individual and social behavior among the members of a social network are regulated. This analysis is appropriate because studies have consistently shown that a risk factor for victimization by bullying is a lack of social links in the school environment (Salmivalli et al., 1996; Eslea et al., 2003; Mendoza and Maldonado, 2017). The present study provides evidence of social links based on the use of SCM (Farmer and Cairns, 1991), which could overcome the limitations of conventional sociometry, such as restricting nominations to only a few people, or naming a certain number of classmates when in reality no sustained relationship exists among them. The use of SCMs has the additional advantage of allowing the identification of existing sub-groups supported by statistical criteria.

Our study thus proposes an approach to the study of behavioral patterns exhibited by victims of bullying that employs an observational methodology in school settings.

This research is thus an extension of Study developed in school environments with a 3-year follow-up period (Santoyo, 2007; Santoyo and Colmenares, 2012), data are used to estimate
densities of individual and social activities, construct behavioral profiles of individuals, identify types and frequencies of social interactions, and integrate information on contextual and dyadic exchange. Thus, it is consistent with previous methodological strategies based on observing interactions and studies of social development in natural settings (Cairns et al., 1991).

Finally, our goal is to describe the behavioral patterns of children identified as victims of bullying in their social ecology. Achieving this entails addressing the following specific objectives: (1) identifying episodes of bullying based on the frequency of negative behaviors received and power imbalances between bully and victim; (2) describing stability and behavioral changes in student victims based on their social and academic conduct and the aggression they receive from peers and teachers; and (3) describing the functional mechanisms responsible for the process of social organization using the Social Effectiveness, Social Responsiveness, and Social Reciprocity Indexes. For this purpose, children in different grades of elementary school were selected. The study focuses on the behavioral and dyadic patterns of victims of bullying, matched controls, and bullies. Finally, a microanalysis of behavioral patterns was performed to obtain information on the conditional probabilities of behavioral acts by participants.

METHODS

Participants

The sample included 27 elementary school students aged six to nine. All subjects were attending a public school in Mexico City (first to third grade). The average number of children per classroom was 28. Nine of the children were identified as victims, nine others were matched as bullies, and nine were selected as matched controls. Written authorization to perform the research was obtained from school authorities. The project was approved previously by an ethics committee at the lead author’s university. This work used behavioral observation methods which carefully preserved the identity of children and teachers. Observers never stood closer than 10 m from the children or interacted with them during the sessions. It should be pointed out that, at the time, observational records and notes were not considered as potentially damaging or harmful, given that they would never be made public or include personal identification of participants.

Design

A multidimensional/idiographic/follow-up observational design (Blanco-Villaseñor et al., 2003) was applied.

Selection Criteria

Victims Group

To be eligible to participate in the focal group, a student had to fulfill the following criteria:

1) Belong to the highest quartile for the frequency of negative behavior received, relative to the absolute frequency of positive and coercive behavior emitted by their peers.
2) Belong to the highest quartile for the absolute frequency of negative behavior received.

3) Coercive behavior emitted by the target could not exceed 6% of the student’s total social behavior.

Only nine children were identified as victims. Then, other 18 children were selected as a member for each matched comparison group (control and bullies group).

Matched Control Group

For comparative purposes, for each child identified as a victim based on the selection criteria, a matched peer with similar characteristics of gender, age, group, and school grade was selected.

Bullies Group

In order to analyze the asymmetry between victims and bullies, and for purposes of comparison, nine students identified as bullies were included after verifying the following requirements:

1) Belonging to the highest quartile for the frequency of negative behavior emitted; and
2) Having coercive behavior that exceeded 6% of their total social behavior. This criterion identifies children that exhibit aggressive behavior, criterion established by Patterson (1982) and more recently supported and extended by empirical evidence by Cruz (2007) and Santoyo and Colmenares (2012) in school settings.

Setting

All observations took place in typical classrooms (during lessons) at a public elementary school in the south of Mexico City. The classrooms had adequate lighting and ventilation.

Instruments

Participants’ behavioral data were collected based on the Observational and Behavioral System of Social Interaction (OBSSI) (Santoyo et al., 1994), which was designed specifically to study social interaction in school settings. The OBSSI makes it possible to identify events and situations that constitute behavioral patterns. It is an exclusive, exhaustive behavioral categories system based on 5-s intervals and constituted by representative behavioral categories for the actions that participants (previously designated as “target subjects”) exhibit in educational settings. These categories are organized as follows:

a. Individual behavior: on-task, off-task, individual play
b. Social interaction:
   - Social actions initiated by a target child and directed at another person;
   - Social actions initiated by others and directed at a target child;
   - Such dyadic and group social interactions as: coercive behavior, group play, sharing, conversation, physical contact, etc.

c. Other responses:
The Observational and Behavioral System of Social Interaction (OBSSI) study thus generates an event-based, sequential record in which observers write the order of occurrence of events. Moreover, it allows the study of contextual factors at the site where a behavioral pattern emerges (i.e., classroom, playground, math lessons, Spanish lessons, etc.), and identifies the person who initiates an exchange. The use of this system made it possible to categorize participants’ activities, the quality of social exchanges (coercive or prosocial), the social agents involved in social interactions (peers or teacher), and the direction and location of exchanges. Meanwhile, the contents of specific actions involving children are described by keywords or verbs that express the type of action emitted. For this study, the Observational and Behavioral System of Social Interaction categories used were: Initiating acts, Response to acts, Social Interaction (identified as positive or negative), Academic activity (on-task behavior) and Other responses (off-task behavior).

Using Observational and Behavioral System of Social Interaction, researchers can identify three types of aggressive behavior: physical, verbal, and coercive or negative. Obviously non-aggressive behavior is also recorded. Previous studies obtained a 0.95 generalizability coefficient (Espinosa et al., 2006). This value indicates that the results from individuals and sessions can be reliably generalized based on the category system, number of participants, and the number of sessions programmed.

To describe the social ecology, the sociometric technique called SCMs (Farmer and Cairns, 1991) adapted for use in Mexico was used (Santoyo and Espinosa, 2005). Here, students from the same class as the focal subjects were asked, individually, two questions: “Are there people in the class who hang around together a lot?” and “Are there people in the class who do not have a group?” When the interviewee did not include him/herself in any group, we asked: “What about you; do you have a group you hang around with at school?” Based on these interviews, we generated a complete social network that identified the structure of relationships in the form of groups, sub-groups, and isolated children. To identify social links and groups a co-occurrence matrices were designed, where each child was listed on the horizontal axis as a respondent and on the vertical axis as a nominee. The inclusion of a child in a sub-group was determined by a correlation equal to, or higher than, 0.40 (Farmer and Cairns, 1991). We classified weak and strong connections in the social network as those that showed significant correlations at the level of 0.01 and 0.005, respectively.

**Procedure**

A total of 84 children were observed during normal classroom lessons. The criteria applied identified nine children as victims, nine as bullies, and nine as matched controls. The SDIS-GSEQ program (Bakeman and Quera, 2011) was used to identify behavioral patterns (Santoyo et al., 2006). Each child was observed in focal samples for 90 min per year for 3 years.

Behavioral field data were collected using the OBSSI, followed by information from self-descriptive behavior and teachers’ descriptions of the students in the class. This procedure was employed for 3 years, the data (cohorts) is derived from a study developed at the National Autonomous University of Mexico called Coyoacán Longitudinal Study, and allowed us to compare data stability throughout the follow-up period, as well as the behavioral patterns of participants in the three groups (victims, bullies, and controls). The sample was obtained on a post hoc basis (Elder et al., 1993), and during data collection neither the researchers nor the observers knew the status that had been assigned to the children (i.e., victims, bullies, or matched controls). In general, this strategy is based on a person-oriented approach (Cairns et al., 1998).

Pairs of trained observers collected the behavioral data, which satisfied the criterion of 80% reliability. In addition, a sample of the records (65%) was obtained and the Cohen’s Kappa index (Cohen, 1960) was calculated, obtaining indexes of 0.81 for target subjects and 0.89 for matched controls. According to the parameters established by Fleiss (1981) and Bakeman and Gottman (1986), these data indicate excellent concordance.

**Behavioral Sampling and Interviews**

In order to compare behavioral patterns, the time allocated to different activities, and participants’ social and behavioral preferences, a behavioral sampling was carried out in situ based on parameters tested in earlier studies (Santoyo et al., 2007b). For each participant, sampling entailed six 15-min sessions during classroom lessons. Efforts were made to conduct observation of each participant on consecutive days. Each subject was observed in the classroom for 90 min. To avoid interfering with the quality of the behavioral data, the interviews held to describe the social ecology, SCMs were implemented 1 week after completing the behavioral sampling. In this case, each student from the same class as the victim, bully and matched child was interviewed independently until the entire sample had been seen (n = 84).

Comparisons of the status and wave of measurement occasion were performed (Status = 3: victim, bully, matched control group; wave measurement occasions = 3: 1, 2, and 3). The sample was obtained on a post hoc basis, and during data collection neither the researchers nor the observers knew the status that had been assigned to the children—i.e., victims, bullies, or matched controls in a natural setting.

**RESULTS**

**Characteristics of the Bullying Episodes**

The first part of our results identifies the characteristics of the bullying episodes with the profiles of the students classified as bullies or victims. The outcomes of the power imbalance derive from one of the aforementioned equations of the functional mechanisms responsible for social interactions (Ec. 3, as outlined in the Introduction). One of the criteria used to distinguish bullying was the frequency of negative behaviors received. Student victims received negative behaviors more frequently than bullies or the matched control children. On average, victims received 13, 5, and 1%, respectively, of negative behavior from their peers.
in the first, second and third waves of measurement. The latter figure represents a significant decrease, as shown by the results of a Tukey's test (first, 0.13 ± 0.01; second, 0.05 ± 0.01; third, 0.01 ± 0.008).

A Tukey’s multiple comparison test also showed that victims received more negative behavior (0.10 ± 0.009) during the first wave of measurement than the bullies (0.02 ± 0.017; 0.02 ± 0.01; 0.009 ± 0.008) and the matched controls during the first, second and third waves of measurement (0.01 ± 0.017; 0.02 ± 0.01; 0.017 ± 0.008, respectively), $[F(4, 42d.f.) = 5.67, p < 0.001]$.

Figure 1 shows the frequency of negative events received by the victims, bullies, and matched controls. The victims received a higher frequency (0.06 ± 0.006) of negative behaviors than bullies (0.02 ± 0.006) and controls (0.01 ± 0.006), and were the targets of over 5% of negative behaviors out of the total number of positive and negative behaviors directed at them $[F(2, 21d.f.) = 17.81, p < 0.001]$. The effect size was calculated, and a value of the effect size $f = 0.05$ was obtained, showing an effect size with a mean value (Cárdenas and Arancibia, 2014).

Finally, results show that in the third wave of measurement, 78% of the victims group exhibited a reduction in the relative frequency of harassment received, relative to the first wave (Figure 1). Another criterion that distinguished bullying was the power imbalance, or asymmetry, between victim and bully. This relation was evaluated with the coercion reciprocity index derived from Equation (3). The reciprocity index was obtained for 100% of victims, bullies and controls. Figures 2A,B show the analysis of the reciprocity of coercive episodes for victims and bullies. The abscissa axis corresponds to relative provocations, the ordinate axis to their relative consequences. Values of 0.40–0.60 indicate high symmetry in provocation frequency; values above 0.60 indicate that the bullies consistently provoked conflicts; while values below 0.40 indicate that the conflicts were initiated by peers (Santoyo et al., 2007b).

Figure 2A, shows that most of the bullies (six out of nine) consistently instigated conflicts (values above 0.60). The regression analysis based on Eq. 3 yielded an $r^2 = 0.72$, which confirms the bullies’ coercive reciprocity.

The size of the effect was calculated and a value of the effect size $f = 2.5$ was obtained, showing an effect size with value denominated high (Cárdenas and Arancibia, 2014).

Figure 2B, shows that victims (eight out of nine) exhibited values below 0.60; that is, they were targets of coercive behaviors without provoking conflicts. The weak value of $r^2 = 0.25$ indicates that they tended not to respond symmetrically to the coercive behavior they received.

In summary, the power imbalance or asymmetry between bullies and victims was confirmed by the difference in the $r^2$-values and by the asymmetry in the location of the values obtained for these two groups based on the model of negative reciprocity (Ec. 3).

**Stability and Change Behavior: Victims**

The second part of our results—shown below—describes the stability and change of behavior patterns identified for the victims, including social outcomes, academic behavior and aggression from teachers. The most striking result of Figure 3 is that in the first wave of measurement the children in the victims group received a higher average frequency of negative behaviors from teachers (5 ± 0.99) than bullies (first, 2 ± 0.91; second, 1.8 ± 0.38; third, 0.62 ± 0.27) and the matched controls (first, 0.82 ± 0.99; second, 0.55 ± 0.38; third, 0.12 ± 0.27). These results were confirmed by a Tukey’s multiple comparison test $[F(4, 42d.f.) = 4.85, p < 0.01]$.

The effect size was calculated, and a value of the effect size $f = 0.07$ was obtained, showing an effect size with medium value (Cárdenas and Arancibia, 2014).

We also observed a reduction in the average frequency of negative behaviors received by victims across the waves of measurement (5 ± 0.99; 0.50 ± 0.38; 0.12 ± 0.27, respectively, for the first, second and third waves), a finding consistent with the decrease in harassment that peers directed at victims.

Shown below are the results derived from the *functional mechanisms* responsible for the process of social preferences. With respect to the pattern of social behavior manifested by the student victims, Figure 4 shows that they exhibited a greater increase in the value corresponding to the Social Responsiveness Mechanism (Equation 2) in the transition from the first (0.54 ± 0.03) to the third wave of measurement (0.72 ± 0.07). In the third wave, the matched control children established positive interactions with their peers at a rate of 47%; in contrast, the children in the victims group responded to 72% of their peers’ attempt to initiate social interactions, and were able to establish positive interactions with them. This greater increase in the value corresponding to the social responsiveness index by the victims group is consistent with the decrease in negative behavior that victims received from their peers. These results were also confirmed by a Tukey’s multiple comparisons test $[F(4, 42d.f.) = 3.62, p < 0.05]$. 

![Figure 1](https://example.com/figure1.png)  
**FIGURE 1** Relative frequency of negative behaviors that peers directed to students in the victim, bully, and matched-Control groups during the first waves of measurement.
The effect size was calculated, and a value of the effect size $f = 0.07$ was obtained, showing an effect size with medium value (Cárdenas and Arancibia, 2014).

Figure 5 shows that students from all three groups allocated 18% of their time to academic behavior during the first wave of measurement ($0.18 \pm 0.01$), and that this increased to 25% in the second ($0.25 \pm 0.02$), and 32% ($0.32 \pm 0.02$) in the third. Hence, the amount of time assigned to academic work almost doubled in the transition from the first to the third waves. These results were confirmed by a Tukey’s test $[F_{(2, 42d.f.)} = 11.14, p < 0.001]$.

The effect size was calculated, and a value of the effect size $f = 0.07$ was obtained, showing an effect size with medium value (Cárdenas and Arancibia, 2014).

**Social Cognitive Maps (Social Ecology)**

The description of the social ecology of the study setting is based on the SCMs of children in grades one two and three during the first wave of measurement (see Table 1). We found that the matched control group had more links (44) than the children in the bullies (39) and victims groups (34). It is important to point out that two victims exhibited no links to their peers, while 77% of the children identified as bullies and matched controls, as well as 66% of the children identified as victims, had more than three links with their peers.

The negative behaviors of peers directed at the target children, and the corresponding responses of those children (bullies, victims and matched controls) were also examined (see Table 2), together with the target children’s negative behavior directed toward others and the corresponding immediate responses of their peers (see Table 3). This analysis allowed us to identify whether or not the victims, bullies and matched control students became involved in negative social interactions in response to another classmate’s negative behavior, or when they directed coercive behavior toward others. Results indicate that once victims received a coercive event, their probability of responding
was 0.46 (classified as “inhibitory” with an adjusted residual value of −2.5), in contrast to the matched controls whose probability of responding to a provocation was 0.74 (classified as “excitatory” with an adjusted residual value of 1.9). These results were confirmed by an $\chi^2$-value of (2 d.f.) = 7.77 ($p < 0.05$) (see Table 2).

The effect size was calculated and a value of the effect size was obtained $f = 0.5$, showing an effect size with value denominated high (Cárdenas and Arancibia, 2014).

To extend the analysis, Table 3 presents the results from the consequences of negative behavior emitted by the target children. This shows that the bullies group had a probability of 0.29 of receiving negative behavior when they directed physical or verbal coercive behavior toward other peers (inhibitory with an adjusted residual value of −2.7, in contrast to the victims group, whose probability of receiving negative behavior was 0.52; that is, excitatory with an adjusted residual value of 2.2 $[\chi^2(2 \text{ d.f.}) = 6.99 \ (p < 0.05)]$; see Table 3). The effect size was calculated and a value of the effect size was obtained $f = 0.45$, showing an effect size with value denominated high (Cárdenas and Arancibia, 2014).

DISCUSSION

Characteristics of the Bullying Episodes

In order to comply with the general objective of the study, we first employed systematic observation to analyze whether the aggressive events fulfilled the characteristics of bullying. In this case, the frequency of negative behavior directed toward victims, which has traditionally been measured using indirect instruments (Olweus, 1993).

Systematic observation used herein allowed us to overcome some of the difficulties associated with studying bullying at early ages, such as the distinction between aggressive behavior and bullying, identifying power asymmetry, and the persistence of negative behavior directed toward victims (Machado et al., 2015).

Stability and Change Behavior: Victims

Based on study data, we propose that in order for a child to be identified as a victim, 5% or more of the behavior that she/he receives from peers must be negative. This proposal extends the criterion suggested by Santoyo et al. (2007b) for identifying the coercive behavior of aggressive children with a sample of victims. Most social behavior is positive and some level of aggressive behavior is sometimes expected. In antisocial adolescents population (Patterson, 1982) risk boys shows more than 5% or more of negative behavior and control boys shows less than such percentage; for that, this criterion was proposed for student victims which are consistent with the adaptation proposed by Cruz (2007) with Mexican children in school settings. Our study further demonstrates that bullying is frequent in the school environment, a finding consistent with the results of Elgar et al. (2015). Thus, bullying is not necessarily “covert” (Olweus, 1993) or uncommon in the presence of adults (Landau and Svidersik, 2005). Therefore, the systematic observation strategy proposed made it possible to identify the behavioral patterns of victims, bullies and matched children in school environments.

With respect to the general objective of the study, we were able to identify through our results that the behavior pattern of the children identified as victims evolved until they stopped “being so” (in the third cohort). This suggests that being able to cease being victimized is not related simply to the acquisition of social abilities but, rather, depends on several developmental and regulatory factors that do not develop in isolation, but appear to protect students who are at risk of being bullied. These results differ from those of Whitney and Smith (1993) and O’Moore et al. (1997), who indicate that the frequency of victimization remains constant in students aged seven to nine, decreases during the transition from elementary to middle school, and falls to zero when children reach the age of 16. It should be noted, however, that the sample in our study includes only a 3-year follow up, during elementary school education. Additional longitudinal studies are suggested which extend such follow up period.

These results suggest that a relationship exists between negative behavior that victims receive from their peers and

**TABLE 1** Total number of connections in the SCM by school grade as a function of the group to which students belong (victim, bully, and matched group): weak and strong connections (0.01 and 0.005 correlation coefficients, respectively).

<table>
<thead>
<tr>
<th>Groups</th>
<th>Victims</th>
<th>Bullies</th>
<th>Matched</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level of Social Network</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Links between peers</td>
<td>27</td>
<td>7</td>
<td>27</td>
<td>12</td>
</tr>
<tr>
<td>Sub total</td>
<td>34</td>
<td>39</td>
<td>44</td>
<td>44</td>
</tr>
</tbody>
</table>

FIGURE 5 | This figure shows the average time (in seconds) that students (victim, bullies, and matched-Control) allocate to academic behavior relative to the time spent on other behaviors during the three waves of measurement.
Adjusted residual 1.7

Adjusted residual

−

Conditional probability 0.29 0.71

Adjusted residual 2.2*

TABLE 2 | Conditional probability analysis of episodes of negative behavior received by SF (Nbr).

<table>
<thead>
<tr>
<th>Events of negative behavior received by target (Nbr)</th>
<th>Nser (ON)</th>
<th>No Nser (OFF)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>VICTIMS GROUP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>41</td>
<td>47</td>
<td>88</td>
</tr>
<tr>
<td>Conditional probability</td>
<td>0.47</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>Adjusted residual</td>
<td>−2.5*</td>
<td>2.5*</td>
<td></td>
</tr>
<tr>
<td><strong>BULLIES GROUP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>31</td>
<td>15</td>
<td>46</td>
</tr>
<tr>
<td>Conditional probability</td>
<td>0.67</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Adjusted residual</td>
<td>1.7</td>
<td>−1.7</td>
<td></td>
</tr>
<tr>
<td><strong>MATCHED GROUP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>20</td>
<td>7</td>
<td>27</td>
</tr>
<tr>
<td>Conditional probability</td>
<td>0.74</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>Adjusted residual</td>
<td>1.9*</td>
<td>−1.9*</td>
<td></td>
</tr>
</tbody>
</table>

FS getting involved (ON) or not getting involved (OFF), in negative interactions when they are the target of a provocation. *p < 0.05.

TABLE 3 | Conditional probability analysis of episodes of negative behavior emitted by SF (Nbe).

<table>
<thead>
<tr>
<th>Events of negative behavior emitted by Target (Nbe)</th>
<th>Nsep (ON)</th>
<th>No Nsep (OFF)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>VICTIMS GROUP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>16</td>
<td>15</td>
<td>31</td>
</tr>
<tr>
<td>Conditional probability</td>
<td>0.52</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>Adjusted residual</td>
<td>2.2*</td>
<td>−2.2*</td>
<td></td>
</tr>
<tr>
<td><strong>BULLIES GROUP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>46</td>
<td>113</td>
<td>159</td>
</tr>
<tr>
<td>Conditional probability</td>
<td>0.29</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>Adjusted residual</td>
<td>−2.7*</td>
<td>2.7*</td>
<td></td>
</tr>
<tr>
<td><strong>MATCHED GROUP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>16</td>
<td>20</td>
<td>36</td>
</tr>
<tr>
<td>Conditional probability</td>
<td>0.44</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>Adjusted residual</td>
<td>3.6*</td>
<td>3.6*</td>
<td></td>
</tr>
</tbody>
</table>

FS getting involved (ON) or not getting involved (OFF), in negative interactions when FS emitted negative behavior to others. *p < 0.05.

With regard to the objective of the study, and descriptions of the changes in the behavior patterns of child victims, our results suggest that the reduction in victimization is related to being highly responsive to the social initiatives of one's peers (i.e., a high social responsiveness index) and to academic motivation. Indeed, consistent with matching law (Wilson and Herrnstein, 1985), the groups of children (victims, bullies, and matched controls) became integrated, and a clear reduction in victimization was shown as the time assigned to academic behavior increased. These results represent a social and motivational index of great impact that may be related to decreased victimization in the classroom. This evidence also supports the findings of Turunen et al. (2017), who demonstrated that bullying interferes with both the victims’ and the bullies’ learning, coupled with the observation that coercive children show a low preference for academic activities (Cuenca and Mendoza, 2017; Santoyo et al., 2017), that being a victim is a multifactorial phenomenon, so for its attention and prevention it must be a comprehensive program that includes social skills, self-control, motivation for academic activities, also supervising the establishment of positive interactions with school authorities (teachers, managers, etc.).

Thus, results suggest the need to increase the value of academic behavior by implementing stimulating intellectual activities that will decrease the relative value of coercive behavior.

Social Cognitive Maps (Social Ecology)

To describe the stability of the behavior patterns of child victims (general objective) in relation to the social ecology of victims, bullies and matched controls, the findings from this study contrast with a rather large corpus of evidence which indicates that bullying is related to the absence of friendships (Eslea et al., 2003), lower levels of participation in social activities at school (Yüksel-Sahina, 2015), victims’ isolation during activities (De Oliveira et al., 2016; Mendoza and Maldonado, 2017), and scant positive interaction with classmates (Mendoza and Maldonado, 2017). Based on the behavioral data and the socio-cognitive perspective (Farmer and Cairns, 1991), our results demonstrate that victims do not necessarily lack associations with their peers, since 66% of victims had three or more such links. This evidence is strengthened by the observation that, although victims are less responsive to their matched controls than the bullies, they do establish positive social interactions. It is important to point out that the methodological approach used to analyze the social ecology of the school setting (SCMs) has been recognized as a powerful predictor of social behavior, even more so than indirect psychometric measures (Santoyo et al., 2007a).

Another important result from this study is that bullies exhibit coercive behavior toward their classmates when there is a low probability that their attacks will be answered. This establishes a contingent relationship between the negative behavior and its consequences. Current findings (Santoyo et al., 2017) indicate that the violent behavioral pattern of some bullies is not regulated only by the relative reinforcement they receive, but also via negative reinforcement that victims receive (Sidman, 1989). Future studies should analyze the role of such regulatory mechanism in victims’ behavior, incorporating the analysis of coercive interactions in the playground area with special...
emphasis on the analysis of the consequences received within the school environment that would provide valuable information, not only on the direct consequences of coercive episodes, but also on which participants receive by non-coercive behavior (Wilson and Herrnstein, 1985).

Finally, in this study the power imbalance or asymmetry between victim and bully was evaluated by analyzing coercive social interactions. Thus, we confirmed, as indicated by Atlas and Pepler (1998), that victims become involved in conflicts initiated by other classmates, and that bullies initiate such conflicts. This serves to demonstrate that—based on an observational methodology in natural settings—the coercive reciprocity model is considered a sensitive strategy for identifying bullies, and an option that permits a more complete description and understanding of the asymmetry that exists in the dyadic relationships between victims and bullies.

The empirical evidence provided in this study shows that social competency indexes, such as the Effectiveness, Responsiveness, and Reciprocity indexes, established between peers in the school context reflect functional mechanisms and facilitate a more complete description and explanation of the social relationships involved in the phenomenon of bullying in natural settings.

One limitation of the present investigation was not to include in the study the analysis of interactions in areas outside the classroom, such as the playground during games and recess activities, which can be suggested for future research.
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Deception has evolved to become a fundamental aspect of human interaction. Despite the prolonged efforts in many disciplines, there has been no definite finding of a univocally “deceptive” signal. This work proposes an approach to deception detection combining cognitive load manipulation and T-pattern methodology with the objective of: (a) testing the efficacy of dual task-procedure in enhancing differences between truth tellers and liars in a low-stakes situation; (b) exploring the efficacy of T-pattern methodology in discriminating truthful reports from deceitful ones in a low-stakes situation; (c) setting the experimental design and procedure for following research.

We manipulated cognitive load to enhance differences between truth tellers and liars, because of the low-stakes lies involved in our experiment. We conducted an experimental study with a convenience sample of 40 students. We carried out a first analysis on the behaviors’ frequencies coded through the observation software, using SPSS (22). The aim was to describe shape and characteristics of behavior’s distributions and explore differences between groups. Datasets were then analyzed with Theme 6.0 software which detects repeated patterns (T-patterns) of coded events (non-verbal behaviors) that regularly or irregularly occur within a period of observation. A descriptive analysis on T-pattern frequencies was carried out to explore differences between groups. An in-depth analysis on more complex patterns was performed to get qualitative information on the behavior structure expressed by the participants. Results show that the dual-task procedure enhances differences observed between liars and truth tellers with T-pattern methodology; moreover, T-pattern detection reveals a higher variety and complexity of behavior in truth tellers than in liars. These findings support the combination of cognitive load manipulation and T-pattern methodology for deception detection in low-stakes situations, suggesting the testing of directional hypothesis on a larger probabilistic sample of population.

Keywords: deception detection, cognitive load manipulation, kinesics, analysis of observational data, T-patterns
INTRODUCTION

Deception is a matter of everyday life, as several studies have underlined. Turner et al. (1975) estimated that 62% of the statements in everyday general conversations could be somehow classified as deceptive. DePaulo et al. (1996) employed a 1-week diary study to record people's everyday communication, specifically deceptive communication. Their results suggest that people tell approximately two lies per day on average and that approximately 20 to 33% of our daily interactions are deceptive. Serota et al. (2010) report an average of 1.65 lies in a 24-h period. These data have been supported in two other empirical studies (Hancock et al., 2004; George and Robb, 2008). With a similar methodology, Hancock et al. (2004) observed 26% of our everyday communication to be involving some form of deception, while George and Robb (2008) estimated that 22–25% of our daily communication might be deceptive.

Even though percentages slightly change among different studies, we can affirm deception is a ubiquitous phenomenon which has evolved to become a fundamental aspect of human interaction (O’Sullivan, 2003; Trivers, 2011). Despite prolonged efforts across a broad array of contexts and disciplines, a diagnostic cue to deception has not been found yet (DePaulo et al., 2003; Sporer and Schwandt, 2007; Vrij, 2008).

Two cognitive lie detection approaches emerge from the literature, both relying on the classic Cognitive Capacity Theory (Kahneman, 1973) and adapted from the Cognitive Load Theory (Van Merrienboer and Sweller, 2005). The "mere cognitive load approach" and the "imposing cognitive load approach."

The first approach ("mere cognitive load approach"), assumes that the act of lying itself generates observable signs of cognitive load (intrinsic cognitive load). This is also known as the traditional cognitive lie detection approach, based on the work by Zuckerman et al. (1981). Several authors agree in stating that some aspects of lying contribute to the increased mental load (e.g., DePaulo and Kirkendol, 1989; Buller and Burgoon, 1996; DePaulo et al., 2003; Kassin and Norwick, 2004; Kassin, 2005; Vrij et al., 2006; Walczyk et al., 2013).

Lying is not always more cognitively demanding than truth telling (McCornack, 1997). Differences between liars and truth-tellers may be relatively small, and perhaps not readily discernable by observers (Zuckerman et al., 1981; DePaulo et al., 2003), especially when considering low-stake lies. Low-stake lies include pedagogic or white lies, day-to-day polite lies (DePaulo et al., 1980), as well as different kinds of concealment, omission, and evasive messages. On these occasions deceivers and truth-tellers are assumed either to have little to gain (or lose) by being judged deceptive by the addressee or to feel little fear of being caught telling these lies as required by a polite society (Frank and Ekman, 1997). The liar can be at ease in these contexts and does not need particular cognitive demands in generating this kind of deceptive message (Anolli et al., 2002). Conversely, high-stakes lies may have serious effects and consequences for both the deceiver and the deceived. Generally, these kinds of lies are likely to happen in complicated relational situations and in conflicting or face-threatening contexts, such as police interrogations, customs inspections, and high-stake poker games (Frank and Ekman, 1997; Anolli et al., 2002). The speaker has to face up to high cognitive demands since, telling the truth or telling a lie, he has to fabricate a message with the lowest risk of penalty. Many studies focused on the cognitive design of deception in high-stake contexts (Tsiamyrtzis et al., 2007; for an overview see Vrij et al., 2017), while low-stake ones have been scarcely investigated.

The second approach ("imposing cognitive load"), is based on the manipulation of extraneous cognitive load and, for this reason, we think it is particularly suited for low-stakes lies detection. In this perspective, an additional cognitive demand is imposed on individuals to highlight the observable differences between lying and truth telling. Two variations of this method can be identified: in some studies, cognitive demand was increased by making the lie task harder (e.g., Vrij et al., 2008, 2011), while other ones adopted the dual-task paradigm (Baddeley and Hitch, 1974; Baddeley, 1992). For this study, we chose the second option.

Techniques under the heading of dual-task paradigm seek to induce cognitive load selectively on liars not making the lie task harder but rather by altering other aspects of the examination procedure or context. In dual-task paradigm experiments on deception, researchers ask subjects to carry out a secondary task while lying. Because of the additional resources needed for fabricating and telling the lie, people should find dual task more cognitively difficult when they lie than when they tell the truth, and as a result, they should perform worse when they lie. A powerful framework for understanding multi-task interference effect is the Adaptive Executive Control (AEC), which claims that the major sources of interference are in the competition between concurrent tasks for the same perceptual or motor response systems and the executive process performing one task before another (due to its higher priority given the performer’s goals) (Meyer and Kieras, 1997; Meyer et al., 2002). The second task, therefore, will be as more effective as its execution activates the same underlying mechanisms, loading on the same systems used for creating, processing and telling the specific kind of lie being investigated.

As it happens in standard communication, liars are able to arrange a set of different signaling systems to communicate and make their communicative intentions effective, like language, the paralinguistic system, the face and gestures system, gaze, proxemics and the haptic system, or the chronemic system.

Since no diagnostic cue to deception occurs, it could be that a diagnostic pattern does arise when a combination of cues is taken into account (Vrij, 2008). Several studies showed that multimodal data collection could be effective in deception detection. Vrij (2008) claims that, with a combination of four different variables (illuminators, hesitations, latency period, and hand/finger movements) he was able to classify correctly 84.6% of liars and 70.6% of true tellers (Vrij et al., 2000). Jensen et al. (2010), focused on cues extracted from audio, video and textual data, with the aim of building a paradigm for deception detection via a multi-layered model. They reached a classification accuracy of 73.3%, claiming that deception indicators are subtle,
dynamic, and transitory, and often elude a human’s conscious awareness. Other studies have shown that between 71 and 78% of correct classifications were made when the researchers investigated a cluster of behaviors (Heilveil and Muehleman, 1981; Vrij et al., 2004; Davis et al., 2005). In other words, more accurate truth/lie classifications can be made if a cluster of nonverbal cues is examined rather than each of these cues are treated separately.

Of course, people can easily control only those patterns that are manifest and have a macroscopic nature, easily readable from the outside time by time. However, patterns in behavior are frequently hidden from the consciousness of those who perform them as well as to unaided observers (Magnusson, 2006). As Eibl-Eibesfeldt (1970) argued, “behavior consists of patterns in time. Investigations of behavior deal with sequences that, in contrast to bodily characteristics, are not always visible.” When the order of events is the only variable considered, the main challenge is to detect the pattern without being distracted by background noise from other events. T-pattern analysis was developed by Magnusson (2000, 2005, 2006) to find temporal and sequential structure in behavior. The term T-pattern stands for temporal pattern; this approach focuses on determining whether arbitrary events sequentially occur within a specified time interval at a rate greater than that expected by chance. In this way, it detects repeated patterns of behavior units coded as events on one-dimensional discrete scales. Temporal pattern analysis and its related software THEME (Magnusson, 2000) have been applied to a great number of research experiments in very different fields. Patterns have been used to describe, interpret and understand phenomena such as deceptive communication (Anolli and Zurloni, 2009; Zurloni et al., 2013, 2016; Diana et al., 2015), animal and human behavior (Kerepesi et al., 2005; Casarrubea et al., 2015), patient–therapist communication in computer assisted environments (Riva et al., 2005), a wide variety of observational and sports studies, such as analysis of soccer team play (Camerino et al., 2012; Cavalera et al., 2015; Diana et al., 2017), motor skill responses in body movement and dance (Castañer et al., 2009) and deception detection in doping cases (Zurloni et al., 2015).

Moreover, patterns of this kind may often be hard or impossible to detect with the well-known statistical methods that are found in major statistical program packages and behavior research software, such as The Observer (Noldus, 1991; Noldus et al., 2000) or GSEQ (Bakeman and Quera, 1995).

Basing on the literature discussed above and results from previous studies (Vrij, 2008; Zurloni et al., 2013, 2016; Burgoon et al., 2014, 2015; Diana et al., 2015), this work proposes an approach to deception detection combining cognitive load manipulation and T-pattern methodology with three objectives: (a) testing the efficacy of dual-task procedure in enhancing differences between truth tellers and liars in a low-stakes situation; (b) exploring the efficacy of T-pattern methodology in discriminating truthful reports from deceitful ones in a low-stakes context; (c) setting the experimental design and procedure for future and follow-up research.

**METHOD AND DATA ANALYSIS**

**Participants**

The convenience sample was initially composed by 46 students, (50% male and 50% female), aged from 21 to 31, born in Italy and living in the same geographic area (inclusion criteria). They were volunteers, contacted through the University’s online study recruiting platform. Due to the exploratory aim of this study, the recruiting lasted 2 months, until 23 males and 23 females fitting the inclusion criteria signed for the experiment. Six students never showed up for the experiment, restricting our final sample to 40.

Instructions on the recruiting platform informed candidates they would participate in an experiment involving their communicative abilities and working memory. At the beginning of the experiment, all participants signed an informed consent to both audio and video recording and authorized the use and processing of personal data; they were also explicitly informed of the possibility to withdraw from the experiment at any time. To increase motivation further, we guaranteed a restitution of results, giving information about their communicative skills.

**Instruments and Materials**

- post hoc controls and manipulation check instruments, based on cognitive abilities and possible arousal interferences for the participants involved in the experiment (anxiety levels too high or cognitive capacities too distant from the average). For this purpose, we used the State-Trait Anxiety Inventory (STAI; Spielberger, 1983) to measure trait and state anxiety at different times of the experiment. We also used a digit span test and a Corsi test (Mammarella et al., 2008) for short term memory (phonological and spatial).
- a short video clip was made for the experiment, divided in two segments, which were showed separately (see procedure for information about the trials order). The whole video is a no-dialog story about four characters organizing a bank robbery and committing it. The video is silent because we wanted to avoid having participants use words from the characters and to let them free in the interpretation and accounting of the story (no violent acts or emotionally involving events are depicted, in order to avoid arousal interference). The video was cut approximately in half, so that each segment’s length would be about the same as the other and contain the same number of events.
- dual task procedure. In the experimental condition, participants were asked, on two occasions, to memorize a series of four sentences. The two series are different, balanced to contain the same number of words and the same syntactic structure. Participants were told to remember these sentences since they could be asked to recall them at any time during the experiment. This extra memory task was added to produce interference in visual-spatial memory.
- observation instrument: the behavior categories we identified refer to self-contact gestures (ADAPTOR in the coding grid), illustrator gestures (ILLUSTRATOR), rhythmic gestures (RHYTHMIC), emblems or symbols (SYMBOL), leg movements (LEG), foot movements (ONLY FOOT), finger movements (ONLY_FINGERS). These behaviors have been chosen according to what emerged in our previous study (Zurloni et al., 2013, 2016), in other studies found in literature (Caso et al., 2006), and also according to what was affirmed by Anolli (2012) concerning the scarcity of distal movements compared to proximal ones during deception, as well as the results obtained by Burgoon et al. (2014) on kinesic T-patterns related to deception. The objective was to create a coding grid that would satisfy the need to simplify interpretation of patterns while identifying specific components in patterns that could be more relevant, when combined, than the configurations tested until now.

- Research Randomizer -Version 4.0- computer software (Urbaniak and Plous, 2013), to randomize the order of trials;
- Behavior Coder software, for manually coding non-verbal behaviors from video sources;
- SPSS 22 software, for statistical analysis of behavior frequencies and pattern data.
- Theme 6.0 software for T-pattern detection. This software detects the temporal structure of data sets, revealing repeated patterns (T-patterns) that regularly or irregularly occur within a period of observation. It allows the detection of repeated temporal patterns even when multiple unrelated events occur in between components of the patterns.

Procedure
This study was carried out at the University of Milano-Bicocca in an audio-isolated laboratory room equipped with four cameras, set to video-record participants’ full-lengths and close-ups. The cameras were connected to a 2-channel quad device (split-screen technique).

The participants, males and females, were assigned to conditions using a procedure (control condition for the first male participant, experimental for the second and so on; the same with the female group) designed to have the same number of participants, balanced for gender, per group (as near as possible).

The whole experiment, in both conditions, lasted 40–50 min. After signing the informed consent form, all participants filled in the STAI_T inventory. After this, the experimenter administered them a digit span memory test and a Corsi test for spatial memory.

The experiment, in general, consisted of watching two segments of a video (see Instruments and Materials) and then report to a confederate the truth about the content of one segment and lie about the content of the other. The order of trials has been randomized within the two conditions with a randomization software (Research Randomizer, Urbaniak and Plous, 2013), so that half of the participants would lie about the first video, while the other half about the second one (see Table 1).

In the control condition, before the first video, participants are asked to watch and pay attention to every detail, explaining that the next part of the experiment will concern that particular video. After watching the video, the examiner asks them to fill out a STAI_S inventory, to measure state anxiety (and verify possible changes in arousal provoked by watching the video or other conditions). Then, depending on the trial, they are asked to report what they saw in the video or to lie about what they saw in the video to an interlocutor who, to their knowledge, does not have prior information about its content. Participants are given a list of things they can use in their report (if they have to lie, there are examples of details that can be changed, such as the number or gender of the characters, their features, their actions, etc.). They are given 5 min alone to recall and organize their report (mentally); after this, the confederate enters the room and is introduced to the participant as a fellow participant. The examiner exits the room and starts the recording. An audio signal cues the participant to start telling his/her report to the interlocutor, who does not participate in the conversation. After this part, the examiner ends the recording, goes back to the room and restarts the same routine with the second video (second part of the story). Participants are given the same instructions as before, adding the information that the interlocutor does not know which part of their story is made up but knows that one part is. This was necessary so they would not have to justify inconsistencies with their first report, since they are expected.

In the experimental condition (cognitive load manipulated), the procedure is the same but participants have to perform a dual task; before starting each of their reports, they are given a list of 4 numbered sentences to memorize and are told that they will have to recall them (when asked by the examiner) at random times during their report. They do not know when they will be interrupted or which sentence will be asked to recall, nor how many times this will happen. To enhance interference, instructions suggest to keep recalling the sentences mentally during the whole report. After the instructions, participants are given two extra minutes to memorize the sentences. Then, like in the control condition, the interlocutor enters the room and, after an audio signal, participants start their report.

At the end of the two segments, the examiner tells participants that the experiment is over and answers any question they might have about the procedure or the study.

Data Analysis
The memory span and anxiety tests we used for exclusion criteria did not show outliers. Nonetheless, 3 participants out of the initial

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>Number of participants per trial within conditions.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
</tr>
<tr>
<td>Trial 1*</td>
<td>9</td>
</tr>
<tr>
<td>Trial 2**</td>
<td>9</td>
</tr>
</tbody>
</table>

*Trial 1: Truthful report for the first video and deceptive for the second. **Trial 2: Deceptive report for the first video and truthful for the second.
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40 had to be excluded for technical problems with the recordings, restricting our sample to 37 participants and 74 reports (data from the 37 participants included in the analysis were available for all the measures considered, see Table 1). The videos were coded on Behavior Coder software by two coders, using a blind coding procedure. The occurrences of each event-type within the selected observation period form the so-called T-dataset.

To assess inter-rater reliability of the T-dataset, Cohen’s Kappa was calculated on 10% of the encodings. Although differing through categories, inter-coder reliability was found to be good to satisfactory (ranging from 0.78 to 0.90; \( p < 0.05 \)). When disagreements were identified or the agreement was not perfect, the specific cases were discussed and agreed on by both coders.

**Single Cues**

We carried out a descriptive analysis of the behaviors’ frequencies coded through Behavior Coder, using SPSS (22). The aim was to show shape and characteristics of the distributions. Next, we carried out Mann-Whitney and Wilcoxon Signed Rank Tests, as a guideline for interpreting data and exploring differences between groups.

**T-Pattern Detection**

T-datasets were then analyzed with Theme 6.0\(^2\) for T-pattern detection. A T-pattern is essentially a combination of events where the events occur in the same order, with the consecutive time distances between consecutive pattern components remaining relatively invariant, regardless of the occurrence of any unrelated event in between them (Magnusson, 2005).

The 74 datasets were analyzed with THEME software to search for patterns and describe behavior structure and complexity (number of unique T-patterns, mean T-patterns’ lengths and levels) in the truth and deception data, exploring differences between groups in the control and experimental conditions. The software allows to set statistical parameters for the pattern detection, according to research aims and scope. For this study, the threshold pattern significance was set to \( p < 0.005 \) and the minimum number of pattern occurrences was set to 2 (chosen based on mean length of the observation period, 2 min; Zurloni et al., 2015).

A descriptive analysis on T-pattern frequencies was carried out to show shape and characteristics of the distributions; Mann–Whitney and Wilcoxon Signed Rank Tests as a guideline for interpreting data and exploring differences between groups.

An in-depth analysis on more complex patterns was performed to get qualitative information on the behavior structure expressed by the participants. We chose to consider the more complex patterns because they represent the highest level of organization expressed by the participants in the two conditions.

**RESULTS**

**Single Cues**

Table 2 shows descriptive statistics for the difference between the deceptive and truthful reports for the single cues within the control condition. Table 3 shows the corresponding statistics within the experimental condition. Table 4 and Figure 1 show descriptive statistics of single cues in truthful and deceptive reports within the control condition, while

### Table 2

<table>
<thead>
<tr>
<th>Control condition</th>
<th>Mean</th>
<th>Mean standard error</th>
<th>Median</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Int. Q range</th>
<th>First quartile</th>
<th>Third quartile</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADAPTOR_LT</td>
<td>1.67</td>
<td>6.34</td>
<td>−1.50</td>
<td>26.91</td>
<td>−79.00</td>
<td>51.00</td>
<td>−8.50</td>
<td>22.25</td>
<td>−1.21</td>
<td>4.38</td>
<td></td>
</tr>
<tr>
<td>ILLUSTRATOR_LT</td>
<td>−6.78</td>
<td>3.54</td>
<td>−7.00</td>
<td>15.02</td>
<td>−26.00</td>
<td>32.00</td>
<td>−16.75</td>
<td>0.25</td>
<td>0.97</td>
<td>1.43</td>
<td></td>
</tr>
<tr>
<td>LEG_LT</td>
<td>0.17</td>
<td>1.22</td>
<td>−0.50</td>
<td>5.16</td>
<td>−9.00</td>
<td>10.00</td>
<td>−4.00</td>
<td>3.75</td>
<td>0.21</td>
<td>−0.56</td>
<td></td>
</tr>
<tr>
<td>FINGER_LT</td>
<td>1.44</td>
<td>0.94</td>
<td>0.50</td>
<td>3.99</td>
<td>−5.00</td>
<td>10.00</td>
<td>−1.25</td>
<td>5.00</td>
<td>0.36</td>
<td>−0.29</td>
<td></td>
</tr>
<tr>
<td>FEET_LT</td>
<td>−1.33</td>
<td>1.92</td>
<td>−1.50</td>
<td>8.15</td>
<td>−21.00</td>
<td>21.00</td>
<td>−4.25</td>
<td>0.25</td>
<td>0.51</td>
<td>4.26</td>
<td></td>
</tr>
<tr>
<td>RHYTHMIC_LT</td>
<td>3.33</td>
<td>1.69</td>
<td>2.50</td>
<td>7.19</td>
<td>−7.00</td>
<td>18.00</td>
<td>−2.00</td>
<td>7.25</td>
<td>0.65</td>
<td>−0.22</td>
<td></td>
</tr>
<tr>
<td>SYMBOLIC_LT</td>
<td>−0.39</td>
<td>0.51</td>
<td>0.00</td>
<td>2.15</td>
<td>−5.00</td>
<td>4.00</td>
<td>−1.25</td>
<td>1.00</td>
<td>−0.39</td>
<td>0.71</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>Experimental condition</th>
<th>Mean</th>
<th>Mean standard error</th>
<th>Median</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Int. Q range</th>
<th>First quartile</th>
<th>Third quartile</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADAPTOR_LT</td>
<td>4.10</td>
<td>3.22</td>
<td>4.00</td>
<td>14.03</td>
<td>−35.00</td>
<td>24.00</td>
<td>−5.00</td>
<td>16.00</td>
<td>−0.99</td>
<td>2.03</td>
<td></td>
</tr>
<tr>
<td>ILLUSTRATOR_LT</td>
<td>−3.47</td>
<td>3.33</td>
<td>2.00</td>
<td>14.53</td>
<td>−36.00</td>
<td>16.00</td>
<td>−17.00</td>
<td>7.00</td>
<td>−0.88</td>
<td>−0.14</td>
<td></td>
</tr>
<tr>
<td>LEG_LT</td>
<td>0.63</td>
<td>2.02</td>
<td>0.00</td>
<td>8.83</td>
<td>−24.00</td>
<td>15.00</td>
<td>−1.00</td>
<td>5.00</td>
<td>−1.01</td>
<td>2.67</td>
<td></td>
</tr>
<tr>
<td>FINGER_LT</td>
<td>−0.79</td>
<td>1.00</td>
<td>0.00</td>
<td>4.37</td>
<td>−8.00</td>
<td>7.00</td>
<td>−5.00</td>
<td>2.00</td>
<td>0.09</td>
<td>−0.48</td>
<td></td>
</tr>
<tr>
<td>FEET_LT</td>
<td>−0.26</td>
<td>0.75</td>
<td>0.00</td>
<td>3.28</td>
<td>−8.00</td>
<td>7.00</td>
<td>15.00</td>
<td>0.00</td>
<td>−0.57</td>
<td>1.86</td>
<td></td>
</tr>
<tr>
<td>RHYTHMIC_LT</td>
<td>4.37</td>
<td>1.92</td>
<td>3.00</td>
<td>8.35</td>
<td>−8.00</td>
<td>23.00</td>
<td>−4.00</td>
<td>11.00</td>
<td>0.26</td>
<td>−0.38</td>
<td></td>
</tr>
<tr>
<td>SYMBOLIC_LT</td>
<td>−0.21</td>
<td>0.36</td>
<td>0.00</td>
<td>1.58</td>
<td>−4.00</td>
<td>2.00</td>
<td>6.00</td>
<td>−1.00</td>
<td>1.00</td>
<td>−1.39</td>
<td></td>
</tr>
</tbody>
</table>

\(^2\)http://patternvision.com/
### TABLE 4 | Descriptive statistics for the single cues in truthful and deceptive reports within the control condition.

<table>
<thead>
<tr>
<th>Control condition</th>
<th>Mean</th>
<th>Mean standard error</th>
<th>Median</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Int.Q range</th>
<th>First quartile</th>
<th>Third Quartile</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADAPTOR_LIE</td>
<td>27.61</td>
<td>4.75</td>
<td>18.50</td>
<td>20.17</td>
<td>2.00</td>
<td>78.00</td>
<td>29.75</td>
<td>14.50</td>
<td>44.25</td>
<td>1.05</td>
<td>0.65</td>
</tr>
<tr>
<td>ADAPTOR_TRUTH</td>
<td>25.94</td>
<td>5.25</td>
<td>21.50</td>
<td>22.26</td>
<td>6.00</td>
<td>101.00</td>
<td>18.50</td>
<td>10.50</td>
<td>29.00</td>
<td>2.51</td>
<td>7.64</td>
</tr>
<tr>
<td>ILLUSTRATOR_LIE</td>
<td>20.94</td>
<td>1.95</td>
<td>20.00</td>
<td>8.29</td>
<td>2.00</td>
<td>36.00</td>
<td>10.00</td>
<td>16.50</td>
<td>26.50</td>
<td>-0.07</td>
<td>0.81</td>
</tr>
<tr>
<td>ILLUSTRATOR_TRUTH</td>
<td>27.72</td>
<td>3.22</td>
<td>27.50</td>
<td>13.66</td>
<td>4.00</td>
<td>54.00</td>
<td>24.25</td>
<td>16.00</td>
<td>40.25</td>
<td>-0.02</td>
<td>-0.54</td>
</tr>
<tr>
<td>LEG_LIE</td>
<td>9.39</td>
<td>1.14</td>
<td>9.50</td>
<td>4.85</td>
<td>3.00</td>
<td>22.00</td>
<td>7.50</td>
<td>4.75</td>
<td>12.25</td>
<td>0.80</td>
<td>1.14</td>
</tr>
<tr>
<td>LEG_TRUTH</td>
<td>9.22</td>
<td>1.11</td>
<td>8.50</td>
<td>4.72</td>
<td>3.00</td>
<td>19.00</td>
<td>7.50</td>
<td>5.00</td>
<td>12.50</td>
<td>0.74</td>
<td>-0.30</td>
</tr>
<tr>
<td>FINGER_LIE</td>
<td>6.44</td>
<td>1.01</td>
<td>6.00</td>
<td>4.29</td>
<td>1.00</td>
<td>19.00</td>
<td>5.25</td>
<td>3.00</td>
<td>8.25</td>
<td>1.30</td>
<td>3.41</td>
</tr>
<tr>
<td>FINGER_TRUTH</td>
<td>5.00</td>
<td>0.85</td>
<td>4.00</td>
<td>3.60</td>
<td>1.00</td>
<td>13.00</td>
<td>6.25</td>
<td>2.00</td>
<td>8.25</td>
<td>0.88</td>
<td>-0.13</td>
</tr>
<tr>
<td>FEET_LIE</td>
<td>5.39</td>
<td>2.25</td>
<td>1.50</td>
<td>9.55</td>
<td>0.00</td>
<td>33.00</td>
<td>5.00</td>
<td>0.00</td>
<td>5.00</td>
<td>2.39</td>
<td>4.95</td>
</tr>
<tr>
<td>FEET_TRUTH</td>
<td>6.72</td>
<td>1.53</td>
<td>5.00</td>
<td>6.48</td>
<td>0.00</td>
<td>22.00</td>
<td>10.25</td>
<td>1.75</td>
<td>12.00</td>
<td>1.12</td>
<td>0.60</td>
</tr>
<tr>
<td>RHYTHMIC_LIE</td>
<td>17.22</td>
<td>2.17</td>
<td>16.50</td>
<td>9.19</td>
<td>6.00</td>
<td>41.00</td>
<td>13.75</td>
<td>8.75</td>
<td>22.50</td>
<td>0.95</td>
<td>1.05</td>
</tr>
<tr>
<td>RHYTHMIC_TRUTH</td>
<td>13.89</td>
<td>1.62</td>
<td>12.50</td>
<td>6.88</td>
<td>4.00</td>
<td>25.00</td>
<td>11.50</td>
<td>8.50</td>
<td>20.00</td>
<td>0.31</td>
<td>-1.00</td>
</tr>
<tr>
<td>SYMBOLIC_LIE</td>
<td>1.67</td>
<td>0.39</td>
<td>1.00</td>
<td>1.64</td>
<td>0.00</td>
<td>6.00</td>
<td>1.25</td>
<td>0.75</td>
<td>2.00</td>
<td>1.50</td>
<td>2.24</td>
</tr>
<tr>
<td>SYMBOLIC_TRUTH</td>
<td>2.05</td>
<td>0.49</td>
<td>1.00</td>
<td>2.10</td>
<td>0.00</td>
<td>7.00</td>
<td>2.25</td>
<td>0.75</td>
<td>3.00</td>
<td>1.20</td>
<td>0.68</td>
</tr>
</tbody>
</table>

*FIGURE 1 | Box-plot for single cues in the control condition.*

**Table 5 and Figure 2** show descriptive statistics of single cues in truthful and deceptive reports within the experimental condition. Results highlight some differences between conditions, especially regarding the distribution of ADAPTOR gestures. In deception data, the median increases from 18.50 in the
TABLE 5 | Descriptive statistics for the single cues in truthful and deceptive reports within the experimental condition.

<table>
<thead>
<tr>
<th>Experimental condition</th>
<th>Mean</th>
<th>Mean standard error</th>
<th>Median</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Int.Q range</th>
<th>First quartile</th>
<th>Third quartile</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADAPTOR_LIE</td>
<td>31.16</td>
<td>4.49</td>
<td>33.00</td>
<td>19.56</td>
<td>2.00</td>
<td>75.00</td>
<td>15.00</td>
<td>22.00</td>
<td>37.00</td>
<td>0.62</td>
<td>0.85</td>
</tr>
<tr>
<td>ADAPTOR_TRUTH</td>
<td>27.05</td>
<td>4.25</td>
<td>28.00</td>
<td>18.54</td>
<td>0.00</td>
<td>78.00</td>
<td>21.00</td>
<td>13.00</td>
<td>34.00</td>
<td>0.95</td>
<td>1.92</td>
</tr>
<tr>
<td>ILLUSTRATOR_LIE</td>
<td>21.50</td>
<td>2.81</td>
<td>23.00</td>
<td>12.25</td>
<td>2.00</td>
<td>40.00</td>
<td>21.00</td>
<td>11.00</td>
<td>32.00</td>
<td>−0.10</td>
<td>−1.29</td>
</tr>
<tr>
<td>ILLUSTRATOR_TRUTH</td>
<td>24.95</td>
<td>4.17</td>
<td>24.00</td>
<td>18.20</td>
<td>0.00</td>
<td>76.00</td>
<td>23.00</td>
<td>10.00</td>
<td>33.00</td>
<td>1.10</td>
<td>2.26</td>
</tr>
<tr>
<td>LEG_LIE</td>
<td>9.84</td>
<td>1.83</td>
<td>10.00</td>
<td>7.99</td>
<td>0.00</td>
<td>23.00</td>
<td>12.00</td>
<td>3.00</td>
<td>15.00</td>
<td>0.49</td>
<td>−1.11</td>
</tr>
<tr>
<td>LEG_TRUTH</td>
<td>9.21</td>
<td>2.00</td>
<td>8.00</td>
<td>8.73</td>
<td>0.00</td>
<td>30.00</td>
<td>9.00</td>
<td>3.00</td>
<td>12.00</td>
<td>2.09</td>
<td>6.02</td>
</tr>
<tr>
<td>FINGER_LIE</td>
<td>4.16</td>
<td>0.79</td>
<td>3.00</td>
<td>3.47</td>
<td>0.00</td>
<td>11.00</td>
<td>7.00</td>
<td>1.00</td>
<td>8.00</td>
<td>0.57</td>
<td>−0.93</td>
</tr>
<tr>
<td>FINGER_TRUTH</td>
<td>4.95</td>
<td>0.78</td>
<td>5.00</td>
<td>3.41</td>
<td>0.00</td>
<td>12.00</td>
<td>6.00</td>
<td>2.00</td>
<td>8.00</td>
<td>0.24</td>
<td>−0.69</td>
</tr>
<tr>
<td>FEET_LIE</td>
<td>3.89</td>
<td>1.37</td>
<td>1.00</td>
<td>6.00</td>
<td>0.00</td>
<td>18.00</td>
<td>5.00</td>
<td>0.00</td>
<td>5.00</td>
<td>1.78</td>
<td>1.94</td>
</tr>
<tr>
<td>FEET_TRUTH</td>
<td>4.16</td>
<td>1.42</td>
<td>1.00</td>
<td>6.18</td>
<td>0.00</td>
<td>19.00</td>
<td>8.00</td>
<td>0.00</td>
<td>8.00</td>
<td>1.53</td>
<td>1.28</td>
</tr>
<tr>
<td>RHYTHMIC_LIE</td>
<td>18.95</td>
<td>2.89</td>
<td>17.00</td>
<td>12.59</td>
<td>0.00</td>
<td>51.00</td>
<td>14.00</td>
<td>10.00</td>
<td>24.00</td>
<td>0.92</td>
<td>1.01</td>
</tr>
<tr>
<td>RHYTHMIC_TRUTH</td>
<td>14.58</td>
<td>2.22</td>
<td>14.00</td>
<td>9.68</td>
<td>0.00</td>
<td>29.00</td>
<td>17.00</td>
<td>6.00</td>
<td>23.00</td>
<td>−0.05</td>
<td>−1.45</td>
</tr>
<tr>
<td>SYMBOLIC_LIE</td>
<td>1.16</td>
<td>0.29</td>
<td>1.00</td>
<td>1.26</td>
<td>0.00</td>
<td>4.00</td>
<td>2.00</td>
<td>0.00</td>
<td>2.00</td>
<td>1.16</td>
<td>0.91</td>
</tr>
<tr>
<td>SYMBOLIC_TRUTH</td>
<td>1.37</td>
<td>0.36</td>
<td>1.00</td>
<td>1.57</td>
<td>0.00</td>
<td>5.00</td>
<td>3.00</td>
<td>0.00</td>
<td>3.00</td>
<td>0.94</td>
<td>−0.11</td>
</tr>
</tbody>
</table>

FIGURE 2 | Box-plot for single cues in the experimental condition.

control condition to 33.00 in the experimental one, while the data dispersion decreases (inter-quartile range: 29.75 in the control condition to 15.00 in the experimental one). considering data distribution within the control condition, ILLUSTRATOR gestures were more frequently observed in truthful reports (median 27.50) rather than deceptive ones (median 20.00).
In the experimental condition, RHYTHMIC gestures were more frequent in deceptive reports (median 17.00), rather than in truthful ones (median 14.00). Independent samples Mann–Whitney U Test seems to show no differences in distributions across the two conditions for all the considered indexes. Differences between truth tellers and liars were explored within groups using related samples Wilcoxon Signed Rank Test (Wilcoxon, 1945). Results in the control condition seem to show no differences except for the ILLUSTRATOR behavior \((p = 0.047)\), which appeared to be less present in deception than in truthful reports (see Table 5).

Results in the experimental condition show a difference in the distributions of RHYTHMIC gestures \((p = 0.033)\), more present in deceptive reports than in sincere ones (see Table 5).

**T-Pattern Analysis**

Descriptive statistics and distributions of T-patterns in the control condition are presented in Table 6, while the experimental condition data are presented in Table 7.

Descriptive statistics and distributions of T-patterns of truthful and deceptive reports in the control condition are presented in Table 8 and Figure 3, while the experimental condition data are presented in Table 9 and Figure 4. Independent samples Mann–Whitney U Test suggest a difference in the distributions of unique patterns between the two conditions \((p = 0.026)\). In fact, while the control condition shows no differences between truthful and deceptive data (in number of unique T-patterns, mean T-patterns’ lengths and levels), the experimental condition shows a difference in terms of unique patterns between truth tellers and liars (Wilcoxon’s test, \(p = 0.036\)). In particular, the number of unique patterns is substantially higher in truthful reports than in deceptive ones with a less dispersion in data distribution (see Table 9).

The most distinctive patterns for both conditions have also been qualitatively analyzed. In the control condition, there are few quantifiable differences in detected T-patterns, but it is possible to notice a trend for half of the participants, showing less complex patterns in deceitful accounts and more complex ones in truthful accounts. An example is shown in Figure 5, relative to a sincere report in control conditions: it is a complex pattern, characterized by 6 levels, 11 event-types for its length, compared to an average in control conditions of 1.6 levels \((SD = 0.5)\) and 2.86 \((SD = 0.76)\) event-types. It is composed of rhythmic, illustrator gestures, feet and leg movements. It occurs twice during the whole observation period. Some “blocks” (or sub-patterns) included in this T-pattern are also identified by the software (singularly) and appear next to the complete pattern, occurring often and involving illustrator gestures, mostly.

A deception-related T-pattern for the control condition by the same participant is shown in Figure 6: it is a complex pattern (3 levels, 6 events, with a mean in control deceptive reports of 1.6 levels and 2.8 events), characterized by an alternation of rhythmic and self-contact gestures. It occurs twice during the observation period, toward the end, although different combinations of the same behaviors occur in earlier sections of the observed period.

In experimental conditions, the qualitative evaluation of patterns confirms the lack of richness suggested by the exploratory analysis in deception: T-patterns are generally simple; in some cases, the most complex one is only made by 2 different events. In more complex cases, repetition of gestures of the same category are found, linked in sub-patterns of this kind. Rhythmic gestures are identified in many deception-related patterns.

The truth condition shows variety in T-pattern compositions, with a general trend toward a complex and varied non-verbal

---

**TABLE 6 |** Descriptive statistics for T-pattern data in the control condition.

<table>
<thead>
<tr>
<th>Control condition</th>
<th>Mean</th>
<th>Mean standard error</th>
<th>Median</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Int.Q range</th>
<th>First quartile</th>
<th>Third quartile</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>LENGTH_LT</td>
<td>5.65</td>
<td>0.25</td>
<td>5.51</td>
<td>1.06</td>
<td>4.50</td>
<td>8.71</td>
<td>1.08</td>
<td>4.82</td>
<td>5.90</td>
<td>1.63</td>
<td>3.18</td>
</tr>
<tr>
<td>LEVEL_LT</td>
<td>3.27</td>
<td>0.17</td>
<td>3.15</td>
<td>0.73</td>
<td>2.50</td>
<td>3.15</td>
<td>0.91</td>
<td>2.71</td>
<td>3–61</td>
<td>1.34</td>
<td>1.65</td>
</tr>
<tr>
<td>UNIQUEPAT_LT</td>
<td>19.83</td>
<td>2.62</td>
<td>18.00</td>
<td>11.12</td>
<td>4.00</td>
<td>45.00</td>
<td>13.50</td>
<td>12.00</td>
<td>25.50</td>
<td>0.96</td>
<td>0.34</td>
</tr>
</tbody>
</table>

**TABLE 7 |** Descriptive statistics for T-pattern data in the experimental condition.

<table>
<thead>
<tr>
<th>Experimental condition</th>
<th>Mean</th>
<th>Mean standard error</th>
<th>Median</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Int.Q range</th>
<th>First quartile</th>
<th>Third quartile</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>LENGTH_LT</td>
<td>5.33</td>
<td>0.32</td>
<td>5.19</td>
<td>1.41</td>
<td>2.00</td>
<td>7.97</td>
<td>1.94</td>
<td>4.33</td>
<td>6.27</td>
<td>−0.22</td>
<td>0.66</td>
</tr>
<tr>
<td>LEVEL_LT</td>
<td>3.03</td>
<td>0.21</td>
<td>3.14</td>
<td>0.91</td>
<td>1.00</td>
<td>4.40</td>
<td>1.44</td>
<td>2.33</td>
<td>3.78</td>
<td>−0.36</td>
<td>−0.27</td>
</tr>
<tr>
<td>UNIQUEPAT_LT</td>
<td>17.84</td>
<td>4.96</td>
<td>14.00</td>
<td>21.62</td>
<td>1.00</td>
<td>100.00</td>
<td>13.00</td>
<td>6.00</td>
<td>19.00</td>
<td>3.33</td>
<td>12.72</td>
</tr>
</tbody>
</table>

---

3 How to read the pattern tree graph: the left box of Figures 5–8 shows the events occurring within the pattern, listed in the order in which they occur within the pattern. The first event in the pattern appears at the top and the last at the bottom. The lower right box shows the frequency of events within the pattern, each dot means that an event has been coded. The pattern diagram (the lines connecting the dots) shows the connection between events. The number of pattern diagrams illustrates how often the pattern occurs. Sub-patterns also occur when some of the events within the pattern occur without the whole of the pattern occurring. The upper box illustrates the real-time of the pattern. The lines show the connections between events, when they take place and how much time passes between each event.
TABLE 8 | Descriptive statistics for T-pattern data in truthful and deceptive reports within the control condition.

<table>
<thead>
<tr>
<th>Control condition</th>
<th>Mean</th>
<th>Mean standard error</th>
<th>Median</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Int.Q range</th>
<th>First quartile</th>
<th>Third quartile</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>LENGTH_LIE</td>
<td>2.79</td>
<td>0.16</td>
<td>2.55</td>
<td>0.70</td>
<td>2.00</td>
<td>4.43</td>
<td>1.07</td>
<td>2.31</td>
<td>3.39</td>
<td>0.99</td>
<td>0.06</td>
</tr>
<tr>
<td>LENGTH_TRUTH</td>
<td>2.86</td>
<td>0.18</td>
<td>2.66</td>
<td>0.76</td>
<td>2.00</td>
<td>5.42</td>
<td>0.67</td>
<td>2.43</td>
<td>3.10</td>
<td>2.41</td>
<td>7.54</td>
</tr>
<tr>
<td>LEVEL_LIE</td>
<td>1.62</td>
<td>0.12</td>
<td>1.40</td>
<td>0.50</td>
<td>1.00</td>
<td>2.78</td>
<td>0.71</td>
<td>1.31</td>
<td>2.02</td>
<td>0.93</td>
<td>0.13</td>
</tr>
<tr>
<td>LEVEL_TRUTH</td>
<td>1.65</td>
<td>0.11</td>
<td>1.56</td>
<td>0.47</td>
<td>1.00</td>
<td>3.15</td>
<td>0.47</td>
<td>1.38</td>
<td>1.86</td>
<td>1.87</td>
<td>5.49</td>
</tr>
<tr>
<td>UNIQUEPAT_LIE</td>
<td>9.83</td>
<td>1.65</td>
<td>9.50</td>
<td>7.01</td>
<td>2.00</td>
<td>29.00</td>
<td>8.25</td>
<td>4.75</td>
<td>13.00</td>
<td>1.51</td>
<td>2.48</td>
</tr>
<tr>
<td>UNIQUEPAT_TRUTH</td>
<td>10.00</td>
<td>1.71</td>
<td>8.00</td>
<td>7.24</td>
<td>2.00</td>
<td>26.00</td>
<td>7.25</td>
<td>5.00</td>
<td>12.25</td>
<td>1.35</td>
<td>0.85</td>
</tr>
</tbody>
</table>

**FIGURE 3** | Box-plot for T-pattern data in the control condition.

behavior, similar to the control condition patterns. An example is shown in **Figure 7**: a complex pattern, 2 levels and 4 event-types, with a general mean in its group of 1.53 levels (SD = 0.74) and 2.71 event-types (SD = 1.21). It is made of two sub-patterns including self-contact gestures, finger movements and illustrator gestures.

A T-pattern related to deception reports by the same participant is shown in **Figure 8**: it is a very simple one (1 level, 2 event-types, with a general mean of 1.5 levels and 2.6 events), being made of an alternation of self-contact and rhythmic gestures. It occurs 10 times during the observation period.

**DISCUSSION AND CONCLUSION**

Research on deception detection has been focused for a long time on the identification of single unmasking cues, while there have been few studies where deceptive behavior has been observed in a temporal and sequential structure perspective (Vrij, 2008; Burgoon et al., 2015). T-pattern analysis allowed to identify repeated patterns of behavior with different qualities and quantities between deception and truth.

The frequencies observed for single cues suggest that cognitive load manipulation did not affect the occurrence of specific behaviors, except for the adaptor gestures, which
TABLE 9 | Descriptive statistics for T-pattern data in truthful and deceptive reports within the experimental condition.

| Experimental condition | Mean Length | Mean Level | Median Uniquepat | Standard deviation Minimum Maximum Int.Q. range First quartile Third quartile Skewness Kurtosis |
|------------------------|------------|------------|------------------|-------------------|-------------|-------------|----------------|---------------|----------------|----------------|----------------|-----------|-----------|
| LENGTH_LIE             | 2.62       | 1.50       | 2.50             | 0.69              | 2.00        | 4.59        | 1.00           | 2.00         | 3.00           | 1.56           | 2.59          |           |           |
| LENGTH_TRUTH           | 2.71       | 1.53       | 2.61             | 1.22              | 0.00        | 5.47        | 1.27           | 2.00         | 3.27           | 0.61           | 2.04          |           |           |
| LEVEL_LIE              | 1.50       | 1.53       | 1.40             | 0.49              | 1.00        | 2.78        | 0.86           | 1.00         | 1.86           | 1.12           | 1.01          |           |           |
| LEVEL_TRUTH            | 1.58       | 1.53       | 1.46             | 0.74              | 0.00        | 3.24        | 1.00           | 1.00         | 2.00           | 0.57           | 1.13          |           |           |
| UNIQUEPAT_LIE          | 6.05       | 6.05       | 5.00             | 6.07              | 1.00        | 27.00       | 6.00           | 2.00         | 8.00           | 2.49           | 7.76          |           |           |
| UNIQUEPAT_TRUTH        | 11.79      | 11.79      | 7.00             | 20.10             | 0.00        | 92.00       | 8.00           | 3.00         | 11.00          | 3.90           | 16.15         |           |           |

FIGURE 4 | Box-plot for T-pattern data in the experimental condition.

clearly decrease in the experimental condition, especially when lying. The decrease in data dispersion could be an effect of cognitive load manipulation. Adaptors (self-contacts and self-manipulations) are self-regulating gestures, that can increase with the increase in emotional or cognitive load (e.g., Vrij et al., 2008). Exploring differences within conditions, illustrator gestures seem to occur more in the truth excerpts of the control group (the less cognitively demanding setting). The decrease of illustrator gestures occurrences during deception has been discussed and linked to the intrinsic cognitive load increase by DePaulo et al. (2003), and by Sporer and Schwandt (2007) in their meta-analyses; our findings seem to confirm that direction. In the experimental condition, rhythmic gestures were found to be more present in deceptive reports than in truthful ones. It is interesting to underline how this supports what was observed by Caso et al. (2006) in a study which used an experimental variable such as the rise of suspicion level, operationalized in a phase of the interview where the interlocutor directly accused the participant to be lying. The cognitive load manipulation condition used in our study could have produced the same result of the invasive interview used in the study by Caso et al. (2006). In conclusion, the behaviors identified in this analysis have already been found
FIGURE 5 | T-pattern extracted from a truthful dataset in the control condition. The events occurring begin with a rhythmic gesture, linked to a sub-pattern made of two illustrator gestures, followed by feet movement; then, another illustrator gesture is followed by a rhythmic one, a sub-pattern including an illustrator gesture and feet movement, another sub-pattern made of rhythmic gestures, to finally end with legs movement. This pattern has a length of 11 event-types, 6 levels and it occurs twice during the whole observation period.

do not show any relevant difference between truth and deception in terms of unique patterns, mean lengths and levels. This result, although to be confirmed, is in accordance with what emerged from literature and supports using techniques that interfere with cognitive load; in fact, the cognitive effort demanded by “low stakes” lying could have been not enough to produce observable effects on non-verbal behavior. In the experimental condition, instead, a difference seems to exist between truth and deception in terms of unique T-patterns, with a higher number of them in truthful reports than in deceptive ones. No differences were found in the number of levels and lengths of T-patterns, although we think that this result might be affected by the length of the observation period. In general, it appears that the cognitive effort related to dual task affected non-verbal behavior variability and richness, making it more stereotypical and “mechanical” (Zurloni et al., 2015).

Qualitative in-depth analysis of detected T-patterns has shown a wide range of behaviors exhibited in patterns of all conditions. It is clear that, in control conditions, differences in non-verbal behavior between lying and truth-telling are subtle or very hard to interpret. For some participants (less than half of the sample), deception and truth-telling were characterized by similar patterns, while for others there is a decrease in complexity while lying (described by the lower mean of lengths, levels, and the number of unique patterns). These differences are not systematic enough to be ascribed to a general rule, although we do not expect them to be, since the huge amount of studies carried out in recent years produced similar results (DePaulo et al., 2003). We can speculate that the lying task might have elicited different responses because of different factors, among them a stronger or weaker inclination to deception (Anolli, 2012), or a more specific advantage or disadvantage caused by the cognitive capabilities used to lie (such as working memory, Baddeley, 1992). As suggested by findings above, in the control condition, many truth-related patterns are characterized by one or more illustrator gestures. In literature, illustrator gestures have been linked to sincerity and rhythmic gestures to deception (DePaulo et al., 2003; Caso et al., 2006). Finding these data in the structures detected by THEME contributes to support its usefulness in observational studies on deception. In the experimental condition, patterns detected by the software clearly indicate the difference between truth telling and lying conditions. In the latter one, in fact, structures of minimal complexity are

to be intrinsic of a cognitively demanding condition; in fact, these could be the effects of the increased arousal related to cognitive overload.

T-pattern frequencies show that the distribution of unique patterns seems to be affected by cognitive load manipulation. These data have to be confirmed by further studies (since the p-value was here used as a guideline), but it is interesting to notice that the dual-task procedure interfered on the behavior structure and variety rather than on single behavior’s occurrences. As for the control condition, our data did not show any relevant difference between truth and deception in terms of unique patterns, mean lengths and levels. This result, although to be confirmed, is in accordance with what emerged from literature and supports using techniques that interfere with cognitive load; in fact, the cognitive effort demanded by “low stakes” lying could have been not enough to produce observable effects on non-verbal behavior. In the experimental condition, instead, a difference seems to exist between truth and deception in terms of unique T-patterns, with a higher number of them in truthful reports than in deceptive ones. No differences were found in the number of levels and lengths of T-patterns, although we think that this result might be affected by the length of the observation period. In general, it appears that the cognitive effort related to dual task affected non-verbal behavior variability and richness, making it more stereotypical and “mechanical” (Zurloni et al., 2015).

Qualitative in-depth analysis of detected T-patterns has shown a wide range of behaviors exhibited in patterns of all conditions. It is clear that, in control conditions, differences in non-verbal behavior between lying and truth-telling are subtle or very hard to interpret. For some participants (less than half of the sample), deception and truth-telling were characterized by similar patterns, while for others there is a decrease in complexity while lying (described by the lower mean of lengths, levels, and the number of unique patterns). These differences are not systematic enough to be ascribed to a general rule, although we do not expect them to be, since the huge amount of studies carried out in recent years produced similar results (DePaulo et al., 2003). We can speculate that the lying task might have elicited different responses because of different factors, among them a stronger or weaker inclination to deception (Anolli, 2012), or a more specific advantage or disadvantage caused by the cognitive capabilities used to lie (such as working memory, Baddeley, 1992). As suggested by findings above, in the control condition, many truth-related patterns are characterized by one or more illustrator gestures. In literature, illustrator gestures have been linked to sincerity and rhythmic gestures to deception (DePaulo et al., 2003; Caso et al., 2006). Finding these data in the structures detected by THEME contributes to support its usefulness in observational studies on deception. In the experimental condition, patterns detected by the software clearly indicate the difference between truth telling and lying conditions. In the latter one, in fact, structures of minimal complexity are
FIGURE 6 | T-pattern extracted from a deception dataset in the control condition. The events occurring begin with a rhythmic gesture, linked to a self-contact gesture, then followed by 2 sub-patterns of linked rhythmic gestures. This pattern has a length of 6 event-types, 3 levels and it occurs twice during the observation period.

FIGURE 7 | T-pattern extracted from a truthful dataset in the experimental condition. The events occurring begin with a self-contact gesture linked to finger movement (not a gesture), and two illustrator gestures. This pattern has a length of 4 event-types, 2 levels and it occurs twice during the observation period.
detected, often as a chain of occurrences of the same kind of gesture. In many cases, patterns related to deception include rhythmic gestures. Caso et al. (2006), in their study on sincerity and deception based on the gestures' frequencies, have observed the same increase in rhythmic gestures, and we believe a cognitive load increase could explain both results. Patterns related to truth-telling in the experimental condition show a certain variety in composition, similar in its abnormal distribution of frequencies to patterns related to the control condition. These patterns are still less complex than the ones detected in the control condition, but for some participants they are similar to the first ones, including numerous illustrator gestures.

This exploratory study gave results which are in line with findings from our previous studies (Zurloni et al., 2013, 2015), and with the picture described by analyzing existent literature (DePaulo et al., 2003; Sporer and Schwandt, 2007; Vrij, 2008; Burgoon et al., 2014, 2015). Overall, THEME proves to be an effective tool for discriminating truth-telling and deceptive reports in manipulated cognitive load conditions, and the dual-task procedure seems to be effective in this sense. Differences that are not detectable in terms of single cues emerged within the structure of behavior, which, as we have discussed, seems to result less rich and more stereotypical in deception.

Limits and Future Directions
This work had its main limitations in size and characteristics of the sample but it allows us to proceed in further research, aiming at testing directional hypotheses and confirming these findings. A stratified sampling and a longer observation period will be crucial to enhance the validity of all data extracted by THEME software. The procedure used to assign participants to conditions was meant to make the groups as equivalent as possible, despite the small sample size, but may have provoked biases according to personal characteristics of participants, for instance their motivation level (generally, the participants who enroll first to an experiment are also the most motivated). Manual coding could be an obstacle due to time-consuming practices and may have had negative effects on data quality. New technologies can help with this issue, with automatic data quality control integrated within the observation software (e.g., Castaño et al., 2017) or automatic extraction of relevant data from the source [even motor information, such as facial expressions, gestures and movement, etc. (Zhang, 2012)]. Common examples are motion capture devices like Kinect (e.g., Yu et al., 2011) wearable sensors for the extraction of biofeedback data or unobtrusive techniques like thermal imaging (Pavlidis et al., 2002; Dcosta et al., 2015). Machine learning algorithms, for example (Bartlett et al., 2005) can extract information from video or audio sources and process them through advanced algorithms that can automatically code facial expressions, body movement, typical gestures, emotions, glance direction and tone of speech. All this cues, if collected in a systematic manner, give access to a large-scale analysis, both from an observational and a statistical point of view. THEME software can work with all kind of data or events detected in a particular moment in time, making the potential applications to include a large range of sources. The experimental procedure could be improved, for example adding a naïve interlocutor and considering the interaction as moderator of behaviors.
The observation instrument built for this study could be enriched with behavior cues from other systems, such as head movements or facial expressions; although, it is fundamental to keep a balance between the exhaustivity of observed behaviors and the interpretability of results.

**Impact**

Deception is a ubiquitous phenomenon, regulated by the same processes used in “standard” communication. Furthermore, lying implicates an additional use of cognitive resources which, in “low stakes” conditions (low risk, low gain), common to daily life and to which humans are more “practiced,” is an insignificant (or at least, not currently measurable) amount. We believe that, with cognitive approaches, a step forward was made in studying deception as a standard communication phenomenon: manipulating cognitive load allows unveiling differences otherwise inaccessible to analysis, because they are usually intrinsic to communication processes. In our experiment, THEME software was able to detect differences in behavior structure when the cognitive load experienced by participants was the highest. Although these findings need to be confirmed (a physiologic and a self-report measure of the cognitive effort could be important), it would be interesting to explore if the intrinsic higher cognitive load characterizing high-stakes deception could be enough to allow a detection without manipulation. If proved, the transferability and application of this methodology in real life contexts could be easier and potentially include several research and interventions areas, such as public security monitoring (frontiers, airports, stations, etc., Burgoon et al., 2014) or the detection of illegal and/or dangerous behaviors, for instance doping in sport (Zurloni et al., 2015).
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Behavior Patterns of Antisocial Teenagers Interacting with Parents and Peers: A Longitudinal Study
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Antisocial behavior may begin during childhood and if maintained during adolescence, is likely to continue and escalate during adulthood. During adolescence, in particular, it has been established that antisocial behavior may be reinforced and shaped by exchanges between the teenager and his parents and peers, although the molecular process of these relations is as yet unknown. This paper explores the patterns of social interaction established by adolescents with and without the risk of engaging in antisocial behavior in order to understand the exchanges of them with their most important social groups, during 2 years. The study involved a sample of 70 adolescents classified into these two groups (with risk of antisocial behavior and control group). They were video-recorded interacting with one of their parents and one of their peers, independently. The interaction was done about the negotiation of conflictive conversational topics. Those video-records were registered by pairs of trained observers, using an observational catalog with nineteen behavioral categories, to know about the molecular interactional patterns characteristics. Thirty participants were evaluated only once, 30 were evaluated two times, and the other 10 were evaluated three times, the evaluations were performed annually. It was found that a higher occurrence of eye contact and use of open questions and elaborate answers appears to act as a protective factor for engaging in antisocial behavior.

Keywords: social interaction, teenagers, antisocial behavior, parenting, friendship

INTRODUCTION

Antisocial behavior has been defined as kind of behavior that is directed against other people, their property or breaks social rules (Garaigordobil and Maganto, 2016; Jalling et al., 2016; Garaigordobil, 2017). This type of behavior takes various forms (with different seriousness) such as lying, risky sexual practices, rule-breaking, illegal substance use and disruptive behavior such as theft, destruction, fraud, engaging in aggression (either physical or verbal), and vandalism (Patterson, 1982; Kazdin, 1987; Arce et al., 2011; Torry and Billick, 2011; Pears et al., 2016).

This range of behavior makes it a problem whose severity and frequency are a matter of concern (Pedroza, 2006, unpublished). It is usually maintained during adolescence and adulthood in individuals who displayed behavioral problems in childhood (Robins, 1986; Barkley et al., 1990; Campbell, 1991; Gaeta and Galvanovskis, 2011; Snyder et al., 2012; Alink and Egeland, 2013; Rhee et al., 2013; Çelik et al., 2016). The influence of a number of risk
factors linked to the development of this type of behavior has been found, including family environment and involvement with antisocial peers (Alcázar and Bouso, 2008; Antolin et al., 2009).

As for the family environment, risk factors associated with the development of antisocial behavior include marital conflict, family stress, parental authoritarianism, parental criminality, domestic violence, social marginalization and coercive social interaction between parents and children (Loeber, 1990; Frías-Armenta et al., 2003; Quiroz et al., 2007; Antolín et al., 2009; López and Rodríguez-Arias, 2012; Rhee et al., 2013; Çelik et al., 2016).

The term “coercive” refers to the use of aversive utterances by a member of the dyad regarding the behavior of a third party, intended to modify the behavior of the latter (Patterson et al., 1989, 1992; Santoyo and López, 1990). Coercion is the result of escape contingencies and positive reinforcement of aversive events in interactions between parents and their offspring (Smith et al., 2014).

This become clear in Braga et al. (2017) meta-analysis, that included 33 studies centered in antisocial behavior in youth, authors this kind of behaviors associated with suffering aggressiveness in home; they also found that withdrawal/neglect propitiate antisocial enrolment from the adolescent.

These results coincide with Slattery and Meyers’s (2014) work; they evaluated parental monitoring, deviant peer’s association, aggression in the social environment, and behavioral problems in 503 adolescents. They found that antisocial behavior is correlated positively with the association with antisocial peers. While parental monitoring is negatively associated with behavioral problems in general, and mediates the influence of the aggression in the social environment.

In Centro-America, this kind of result has been also found in a 1599 youth sample using self-reports. It was found that the parental monitoring, conflictive family interactions, and low intimacy, were related with alcohol and drugs consumption (Obando et al., 2014).

Smith et al. (2014) got similar findings in children. They conduct a tree years’ study whit 731 dyad parent-toddler observing teaching task, playing, and preparing/eating time, finding a strong relationship between coercive interactions among adult and child and the escalation and generalization of the aggressive behavior in the toddler.

Other work has also found that low quality in family relationships, lack of emotional expression (in parents) and intrusive parental practices can lead social isolation during adolescence (Rovis et al., 2015), this isolation, by itself implies an important risk to be a bullying victim (Aguilera et al., 2013), and rule breaking, vandalism and alcohol consumption (Ettekal and Ladd, 2015).

This may be due to the fact that parents of antisocial teenagers and children often lack the necessary skills to respond appropriately to their children’s behavior, using aggressive techniques to modify undesirable behavior, modeling and reinforcing these behaviors over prosocial ones (Torry and Billick, 2011), and thereby establishing patterns of coercive interaction that are replicated in other settings (Patterson et al., 1992; Quiroz et al., 2007; Bowker et al., 2016).

On the other hand, it had been found that positive affect, parental monitoring and responsiveness will facilitate the linking with prosocial peers (Bowker et al., 2016), while adolescents whose parents use harsh discipline tend to link with antisocial peers, as Li et al. (2015) found in their study, in which participated 993 same sex twin’s pairs (13.72-year-old) and their parents. In this work the researcher evaluated peer filiation, discipline and parent’s negative emotional expression through self-report (questionnaires) from both parents and adolescents. They found that adolescents, whose parents use harsh discipline, tend to link with antisocial peers. This became important taking in account that another important risk factor, especially during adolescence, is the teenagers’ interaction with peers, particularly when the latter are antisocial (Snyder et al., 2012), since antisocial behavior in these groups is modeled, and positively reinforced (Ayala et al., 2002; Snyder and Stoolmiller, 2002).

In terms of the peers’ influence, a 9 years’ longitudinal work, with 998 adolescents has found an increase in deviant behavior with the social reinforcement (of this kind of behavior) provided by peers (Dishion et al., 2012), they also fund that isolated individuals will tend to connect with antisocial peers during adolescence.

Ettekal and Ladd (2015) got similar outcomes in a longitudinal study whit 383 children followed 5 to 14 years old (in nine waves), parents, professor and the children respond questioners about rule breaking, disruptive/aggressive behavior and peer deviant friendship, respectively, while classmates provide information about peer rejection. This work shows that disruptive/aggressive behavior during childhood is a risk for prosocial peer rejecting and later for deviant peers linking and early adolescence rule breaking behavior and aggressive behavior. Consistent with this work, Carlo et al. (2014), using a questionnaire with 666 adolescents, found that prosocial peer filiation were negatively related to antisocial behavior; Van Ryzin and Dishion (2014), make a 7 years’ longitudinal study, found a strong relationship between drug use and affiliation with deviant peers.

Although these factors have been identified, most of the work has been conducted using questionnaires so the molecular interaction process that encourages the presence and maintenance of antisocial behavior remain unknown (Reid et al., 2002). A molecular approach would allow to assess the triple relationship of contingency in terms of antecedents, behavior and consequences that strengthen or weaken the conduct, as molecular studies are characterized by a detailed comportment analysis, behavior by behavior, moment to moment, while molar analysis show us general aspects of behavior (Anguera, 2003; Anguera et al., 2007; Pellón, 2013).

Given the importance of these two major spheres of interaction, it is essential to understand the micro process that takes place during teenagers’ interaction with parents and peers, and to determine whether there are differences in interaction patterns at different stages of development. Taking in account the findings in the literature, the hypothesis of this work is that there will be differences between the social interactions held in parent-teen in risk of antisocial behavior and parent-teen without risk. It is also expected that those differences will found in
adolescent-peer interactions; the adolescents in risk would have more conflictive and less responsive social exchanges in both cases.

One method that makes it possible to identify these processes is the direct observation of behavior, since it makes it possible to pinpoint both the coercive process and the development of the trajectories of antisocial behavior (Anguera et al., 2007). This study therefore focused on understanding the interaction patterns of adolescents reported as engaging in any form of antisocial behavior by their teachers as well as possible differences from teenagers matched for age, sex and school year, through the implementation of an interactive task, in a longitudinal study.

**MATERIALS AND METHODS**

**Participants**

A total of 70 high school students participated voluntarily, in the period from 2011 to 2013. Participants had a mean of 13 years old (SD = 8 months) at the start of the study, and 24 students were men and the rest were women. Of the total sample, 35 students were reported by their teachers as being at risk for antisocial behavior (risk group, RG) of which 15 participated in a single evaluation, 15 in two evaluations and the remainder in three evaluations. The evaluations were performed annually.

The other 35 evaluated students were chosen as controls using two criteria: (1) were matched with participants in at risk-group by age, sex and school year, and (2) they had to be students who were not reported by teachers in the behavioral risk categories. The edge and gender was the same in risk and control groups. Because the study suffered experimental death, different numbers of participants in RG were evaluated during each wave of evaluation, then, each subject in the control group was evaluated so many times as was the person in the RG to which was matched.

Additionally, in this study participated, in each evaluation period, one of the teenagers’ parents and one of their friends, which participated voluntarily. The parents were constant if the evaluation occurred two or three times, but in some cases the teenager select a different friend in the next evaluation of teenager-peer interaction.

**Scenario**

In order to obtain videos on dyadic social interaction, three different scenarios were used: (1) The Psychology Care and Research Unit at the Autonomous University of Aguascalientes, in a 3 × 4 meter cubicle with a table and two armchairs; (2) an area in high school facilitated by authorities, the scholar auditorium; and (3) the teenager’s parents’ house, where the activities were done in a room in which was collocated a table and chairs. In each setting, we ensured adequate lighting and privacy.

**Materials and Instruments**

- Informed consent. Printed document explaining the purpose of the research, as well as the activities carried out, and requesting parent’s authorization for the inclusion of their teenager son/daughter to participate in the study. This document lets the parents know about the possibility that they need to participate either.
- Observer XT® version 9. Computer program designed to record observational data and permits the use of behavioral categories to code behavioral variation in the course of social interaction.
- List of topics. List of 37 conversation topics and a final section in which other topics may be added and classified as conflict or no-conflict, made ex profeso for this investigation. The topics were relation with family members, relation with parents, home rules, time of arrival home, permissions, friends, best friend(s), boyfriend/girlfriend, school teachers, school mates, school grades, subjects failed, homework, future studies, eating habits, study habits, reading habits, sporting activities, personal belongings cleaning, room cleaning, housework, dressing way, way of talking, weekends, movie theater, party with friends, television programs, outings with the family, music, vacations, drugs, alcohol, money, work, sexuality, religion, politics.
- Behavioral Catalog for Teachers. Check list of 21 behaviors, based on diagnostic criteria for antisocial behavior from the fourth edition of the Diagnostic and Statistical Manual of Mental Disorders in its fourth edition (American Psychiatric Association [APA], 2002).
- Catalog of Direct Observation of Negotiation (Pedroza et al., 2012). Comprising 19 categories providing a detailed account of eye contact and the content of the utterances made by each member of the dyad during the negotiation process (for access to full catalog, see reference). The categories were evaluated by experts in the area of social exchange and some of them were re-defined after its use in the classification of social exchanges occurred in son of the videos. Experts approve the final version with 100% of concordance.
- Theme 5®. Computer program designed to locate behavioral patterns hidden from the naked eye; fed with continuous observational data.
- SPSS 20. Software that makes it possible to process statistical data.

**Procedure**

The researchers contacted the directors of a public middle school, requesting their authorization to undertake the research activities. Teachers were informed of the project, after which the Behavioral Catalog for Teachers was applied. Once the data had been obtained, students who were eligible for participation were identified. These students and their parents were contacted through the institution, the objectives of the research were explained, and they were asked to sign the informed consent form.

The evaluations spend around 30 min, in which each dyad (teenager-parent or teenager-peer) have two activities, first they were asked to make the classification of the issues of the List of topics as conflictive or no conflictive item of talking. In the second activity, the dyad was asked to negotiate about of the most conflictive issues previously classified, for 20-min. The evaluations were performed two more times, annually.

These interactions were video recorded, and after that were behavioral-categorized using the Catalog of Direct Observation
of Negotiation, through XT® OBSERVER the observations were done for two observers previously training for such labor, and that obtained more than 0.70 of concordance inter-observers three consecutive times, evaluated with the statistic Kappa de Cohen. Finally, the obtained behavioral sequence was used to search for hidden patterns through THEME 5©. A statistical analysis of the data was undertaken through SPSS 20 version, considering the teenager's experimental group, school year and time of assessment, and noting the rate of displays of aggressive behavior and average duration.

RESULTS

In order to analyze the data obtained in the first assessment, we analyzed the behavior displayed by the teenagers in their interaction with their parents, considering whether they belonged to the RG or the matched-control group (CG) and the students' school year, using the Kruskal–Wallis Test. Through these analyses, significant differences were found in agreement behavior, which, in the case of the teenagers, was displayed by the control group in the first grade, with an average rate of 0.03 (SD = 0.01). Regarding interaction with peers, no significant differences were observed in the population analyzed for state behaviors.

Regarding the rest of the behaviors analyzed in the teenagers' interaction with their parents (p < 0.05), a number of differences were observed when they engaged in debating behavior (verbalizations that explain or justify facts). A multiple analysis showed that the differences occurred between teenagers in the first and second grade, regardless of the experimental group to which they belonged, with those in the second grade displaying this behavior to the greatest extent, with $X = 0.72$ (SD = 0.1) in RG, and $X = 0.65$ (SD = 0.12) in CG, whereas in the first grade, the results were as follows: $X = 0.29$ (SD = 0.12) in RG, and $X = 0.13$ (SD = 0.21).

In the case of the students' parents, significant differences were found regarding negative verbal behavior, containment, and hostile containment. Multivariate analysis revealed that these differences were due to the utterance rate of parents of RG teenagers in second grade. In particular, this group of parents engaged in these three behaviors more frequently than parents of those in the control group, in second grade. In the case of containment behavior, differences were also observed with regard to the parents of teenagers in the control group in the first grade of middle school, with $p < 0.05$ in all cases.

During the second evaluation, Kruskal–Wallis analysis showed that the utterance rate of RG and CG students in interaction with their peers differed significantly as regards negative verbal behavior about third parties and termination, which involves verbalizing disapproval of personal or situational behaviors of various individuals outside the dyad in interaction, and a specific request to change topic from the conflictive issue being discussed. Multivariate analysis showed that differences were observed between the data on the teenagers in RG in second grade and those in CG in the second and third grades, the latter, who expressed greater disapproval of third parties with an average rate of 0.37 (SD = 0.45) and 0.30 (SD = 0.28) utterances, respectively, compared with an average of 0.09 (SD = 0.07) utterances by adolescents in the at-RG in second grade. As regards termination behavior, a difference was only observed between students in the at-RG in third grade and students in the control group in the second grade of middle school, with the latter displaying the highest rate of requests to change topic. Data on the mean and standard deviation of both behavioral categories are given in Table 1.

A comparison of the data on the behaviors displayed by teenagers during the interaction with their parents, considering the school year, yielded significant differences in clarification behavior, engaged in at a higher rate of occurrence per minute by teenagers in the control group in second grade ($=1$, DE = 0.68) compared to those in first grade RG ($X = 0.31$, SD = 0.21); second grade RG ($X = 0.28$, SD = 0.15); third grade RG ($X = 0.39$, SD = 0.27); first grade CG ($X = 0.71$, SD = 0.43) and the third grade group CG ($X = 0.31$, SD = 0.28).

Regarding the time spent by teenagers on issues outside the experimental task, significant differences were found when the experimental group was considered. RG spent more time on this

### Table 1: Descriptive statistics of negative verbal and termination behaviors engaged in by teenagers in interaction with peers.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Experimental group</th>
<th>School year</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NEGATIVE VERBAL COMMENTS ABOUT THIRD PARTIES</strong></td>
<td>At-risk group</td>
<td>First grade</td>
<td>0.00</td>
<td>0.00</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Second grade</td>
<td>0.09</td>
<td>0.07</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Third grade</td>
<td>0.13</td>
<td>0.10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Control group</td>
<td>First grade</td>
<td>0.37</td>
<td>0.45</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Second grade</td>
<td>0.30</td>
<td>0.28</td>
<td>14</td>
</tr>
<tr>
<td><strong>TERMINATION</strong></td>
<td>At-risk group</td>
<td>First grade</td>
<td>0.81</td>
<td>0.71</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Second grade</td>
<td>0.40</td>
<td>0.57</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Third grade</td>
<td>0.26</td>
<td>0.26</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Control group</td>
<td>First grade</td>
<td>0.64</td>
<td>0.15</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Second grade</td>
<td>0.62</td>
<td>0.36</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Third grade</td>
<td>0.28</td>
<td>0.23</td>
<td>4</td>
</tr>
</tbody>
</table>

*The mean reported is about the rate of emission by minute.*
category with an average time per minute of 0.05 (SD = 0.07) as opposed to the mean of 0.008 (SD = 0.03) by the control group. It was also found that teenagers in the control group spent more time per minute in eye contact (X = 0.66, SD = 0.31) than those in the at-RG (X = 0.41, SD = 0.28), with an alpha < 0.01.

As for the parents, the second evaluation revealed differences in the number of utterances per minute involving hostile containment. The application of multivariate analysis showed that the differences were due to the scores of parents of RG teenagers in third grade when compared with parents of GI adolescents in second grade and those of teenagers in the control group in the second grade. This last group displayed the lowest emission rate per minute with 0.01 and 0.03, respectively.

The time spent on verbal behavior also varied among the parents of the adolescents described in the preceding paragraph, particularly as regards conversation topic and being silent. Differences were due to the average duration of the utterances of parents of RG teenagers in second grade, who verbalized the topics in the task a third of the time, whereas the other participants showed the reverse pattern. By comparing the data that only considered the experimental group, it was found that the parents of RG teens spent less time addressing conflictive issues (X = 11 min) than the parents of CG teens (X = 16 min), p < 0.005, but spent longer in silence, p < 0.01 (RG X = 8.5 min; and CG X = 4 min).

With regard to the third application, Kruskal–Wallis’s non-parametrical statistical test was used to determine whether students in the two experimental groups in second and third grade showed significant differences. No significant differences were found in adolescents’ behavior in their interaction with peers. It is worth noting that behaviors involving a positive assessment of the other person with whom one is interacting (positive verbal) were only observed in participants in the control group; the opposite happened when people absent at the time of the negotiation were evaluated. On the other hand, behaviors that involve offering to make changes (concession), giving in to the demands of the other person (hostile concession) and requesting a change in the other person coercively (hostile containment) were not observed in teenagers during their interaction with their peers. Moreover, although the differences were not significant, a trend of increased time spent on addressing the issues in the experimental task and eye contact was detected in teenagers in the control group, who used it just over half the time in the former behavior and about 80% in the latter, compared with 30 and 50% in the at-RG for conversation topic and eye contact, respectively.

As for interaction with parents, teenagers in the control group were the only ones who engaged in positive verbal behavior with an average of approximately one utterance per video in the case of participants in second grade and two utterances per video in those in third grade. Positive verbalization about third parties occurred with the same average although in this case, it was engaged in by second graders in the at-RG and by third graders in the control group. Hostile concession and agreement behaviors were not displayed by second graders in either experimental group. The Kruskal–Wallis statistical test only revealed significant differences in the termination behavior, with the at-RG displaying this behavior to a greater extent.

A multivariate analysis revealed differences between students in the at-RG in third grade and students in the same experimental group but in second grade of middle school and those in the control group in second grade, with a probability of error of less than 0.05.

Although no significant differences emerged regarding state behaviors, it was found that participants spent more time without making verbal utterances, approximately 80% of the time available for interaction, though eye contact is more common in adolescents in the control group and present in over 60% of the time of interaction as opposed to 35% in the at-RG.

Regarding parents, only parents of third grade adolescents in the at-risk third group engaged in hostile concession, with an average utterance rate of 0.02 (SD = 0.03). Conversely, hostile containment behavior was only displayed by parents of GI adolescents in the second grade (X = 0.15, SD = 0.10) and CG third grade teenagers (X = 0.03, SD = 0.04). Agreement behavior was not displayed by these participants.

Although no significant differences occurred in questioning, clarifying and simple answer behaviors, involving requests for information, verbalizations that provide extensive information at the request of the other person and brief verbalizations (even monosyllables) given in response to the request for information, it was observed that these behaviors display the highest rate of utterances per minute, as shown in Table 2.

Lastly, hidden interactions patterns were sought throughout the evaluations. This analysis yielded an average of 20 patterns per group of observations submitted. This paper therefore only describes the most significant patterns found for each analysis undertaken. It should be noted that all the results obtained through this method have a p < = 0.0001.

Regarding all the observations and the participants separated only by experimental group (at-risk/matched), the following behavioral patterns were identified in the interactions between adolescents at risk for antisocial behavior and their parents: the first pattern (Figure 1A) shows that there is a high probability that once a parent belonging to group 1 begins talking about the topic of discussion (conversation topic), s/he will also utter expressions of disapproval about the teenager’s behavior (negative verbal behavior); subsequently, the teenager will begin discussing the topic in hand.

The second (Figure 1B) and the third (Figure 1C) relate to the teenager’s behavior when s/he begins discussing the subject. There is a high probability that once the teenager begins to
address the conflictive issue, s/he will begin to engage in *debating* behavior (which involves justifying acts or behavior), whereby s/he ends his or her verbal behavior and the parent takes up the conversation.

Three significant patterns emerged in the comments made by adolescents engaged in interaction with their parents. The first (Figure 2A) shows that when the teenager is silent, the father will seek information (*ask*), which triggers an elaborate response made by the teenager (*clarify*), which leads to a resumption of the conversation.

The second pattern (Figure 2B) shows the link between the expressions of disapproval by the parent and the justifications by the teenager. Another important pattern found (Figure 2C) shows the parent’s use of expressions designed to justify his or her own behavior prior to the request for a change in the teenager’s behavior.

Regarding the patterns found in the different cohorts, in the interactions between first grade adolescents and parents in the at-RG during the first evaluation, a pattern emerged of expressions of disapproval (negative verbal behavior) by the parent, followed by a search for information, which only elicited a short response from the teenager (Figure 2D). Conversely, in the control group, patterns were found that included a search for information by the parent (Figure 3A) which elicited a short response from the teenager, followed by the use of expressions designed to present arguments related to the topic in hand.

As for the dyads in the control group in second grade in the first evaluation, it was found that the parents expressed disapproval, they continued searching for information to which the teenager gave short replies (Figure 3B). It was also found that after s/he began discussing the topic, the teenager uttered expressions designed to explain her or his behavior (Figure 3C).

During the 2nd year of assessment, participants from the first, second and third grade were included. In the interactions between second grade adolescents and their peers in the control group, a pattern emerged showing the path of the conversation (Figure 4A). In the at-RG, this group contains fewer elements (Figure 4B) and only involved one of the participants (this pattern was found in both the adolescent and the peer).

During the 3rd year of evaluation, second and third grade students participated. An important pattern found among second-grade participants in the at-RG interacting with their parents included silence by both the parent and the teenager after the topic had been mentioned by the other person (Figure 4C). Another pattern involved the process of negotiation, whereby the teenager *debates*, after beginning to discuss a particular conversation topic.

At the same time, second-grade participants in the control group interacting with their parents showed a pattern whereby the parent interrupted eye contact only after it had been interrupted by the teenager. Another pattern shows that the utterance of expressions of disapproval by the parent (negative
FIGURE 3 | Hidden patterns found in CG (A, C) and RG (B) interactions with parents related to the way they ask and give for information. The patterns of adolescents of control group interacting with parents shows a clear interchange of bidirectional information, that is, they used consistently the behavior of ask, while the risk group shows that the parents use aversive events (negative verbal) before asking for information, and the behavior of ask for information didn’t appear as part of the teenager’s patterns.

FIGURE 4 | Hidden patterns found in exchanges between RG teenagers and parents. Even though the patterns were found in interactional situations, the patterns (A, C) shows that teenagers behavior is consistent itself, regardless the parents behavior. The pattern (B) shows that the talking of one of the dyad members was associated with the end of talking of the other.

verbal) occurs after the parent changes the topic of conversation (termination).

Lastly, among the participants belonging to the at-RG who were in third grade during the third wave of evaluation, a total of 16 interaction patterns were found. Of these, the most important shows that in response to negative verbal behavior by the parent, the teenager begins to engage in debate. Another pattern shows that participants ask questions and provide clarification immediately afterward. It is worth noting that both patterns occur in both directions.

In relation to the patterns of interaction found using Theme in the interactions of adolescents with their peers, 72 patterns were found, of which the following are the most complex for each group.

A pattern of Figure 5A shows the changes in Eye contact; where the adolescent begins eye contact, that was follow by the peer beginning eye contact, later. Figure 5B shows the use of clarify by the teenager, follow by a question form the peer that lead to a simple answer by the teenager. The Figure 5C displays a pattern that has a topic transition (finish) made by de teenager, that lead a question by peer; that question (ask) is responded by a simple answer.

In the adolescents CG interacting with peers (Figure 6) a first pattern (Figure 6A), shows, the changes in the central topic of
discussion, where change were made by de peer (finish), using a question as topic changer (ask). The Figure 6B contains, a pattern of the using of word, that shows that once de teenager begins (b) to talk about a conversation topic, the peer would start silence (e [end] Conversation topic). Meanwhile, Figure 6C, shows that the beginning of eye contact from the teenager, leads to eye contact by the peer.

DISCUSSION

The mean objective of the present study was to analyze social interaction patterns of teenagers at a micro level, to try of explain how differ the behaviors that occur in teenagers with risk of antisocial behavior versus teenagers without such risk, when they interact with their parents and friends, and how this difference affect the maintenance of teenager’s behavior.

The differences between adolescents who are at-risk or not at-risk of antisocial behavior in the interactions with their parents and their peers are reflected in the time each of the groups spends discussing relevant issues (conversational topics), with control group participants spending longer on this behavior. The same occurs with eye contact. The higher rates of occurrence of these behaviors indicate greater exchange in the dyads in the control group.

With regard to interactions between adolescents in both groups and their peers, the fact that no significant differences have been found in the utterance rates may indicate that the greatest difference lies in the type of activities in which they jointly engage (prosocial or antisocial), which are therefore reinforced and modeled (Reid et al., 2002; Snyder and Stoolmiller, 2002). Moreover, the hidden patterns identified in teenager-peer interaction show a little complexity, that is, they talked about the conversational topics using answers and given answers, but didn’t used complex behaviors as a constant, such as debating or negative verbal or categories related to negotiation processes (concession, containment, or agreement).

Meanwhile, the micro-analysis of data in terms of the search for hidden patterns showed that the interaction that occurred between adolescents and their peers and parents is qualitatively different, according to previous studies (Ayala et al., 2002; Ettekal and Ladd, 2015). In this regard, observations during the 1st year of evaluation showed that regardless of their school year or experimental group, interaction between adolescents and their peers shows a pattern in which addressing issues is associated with the request for information and subsequently obtaining this information, followed in the case of at-risk students, by a change of subject. This pattern may imply an exchange limited to obtaining data without questioning them, meaning that the exchange of views is not reciprocal. In other words, in addressing various issues, each student questions the other about a different issue, meaning that it is not necessary to share views on a topic when they diverge. If this strategy avoids conflict, it decreases the likelihood of the breakdown of a relationship, which is an indicator of coercion (Reid et al., 2002; Van Ryzin and Dishion, 2014).

These results about teenager-peers interaction give partial confirmation to our hypothesis. On the one hand, more time is spends discussing relevant issues and having visual contact by CG, but, on the other hand, the king of contend of such discussion did not differ significantly from RG. We had argued that the difference could lies in the type of activities they engage together. However, more interaction time of teenagers in CG with their peers let a mayor possibility of practice another behavior that could be efficient in negotiation situations. Future research on older adolescents is necessary to corroborate whether negotiation behaviors improve.

An analysis of the period when the adolescents were evaluated revealed changes in the rates of occurrence of a particular behavior, particularly at-risk family conditions, reflected in the rates of negative verbal, containment and hostile containment behavior in parents of RG teenagers in second grade during the 1st year of assessment, when students had been exposed to anti-social peers for longer (Friás-Armenta et al., 2003; Antolín et al., 2009). These rates were higher than those displayed by parents of CG students in first and second grade, which may suggest that parents of matched adolescents use less rigid discipline.

In the case of the at-RG of both first and second grade students in social interaction with parents, addressing conflictive issues follows a behavioral pattern in which parents present an aversive stimulus (negative verbal) that is associated with a subsequent request for information, which makes it possible to obtain short answers from the teenager, whereas in the case of the control group, the request for information by the parent is not associated with the prior presentation of an aversive stimulus and elicits elaborate answers from the teenager. Although the control group shows a behavioral pattern in which asking on
the part of the parent is associated with a simple answer from the teenager, in this pattern, the use of a simple answer is associated with subsequent engagement in debating behavior. These differences in the exchange structure may indicate the use of escape contingencies by the at-RG of teenagers (Reid et al., 2002; Snyder and Stoolmiller, 2002; Smith et al., 2014), while in the control group it represents the continuity of discussion, that had more possibiliti of agreement, as data indicated.

During the 2nd year of evaluation, a striking feature is the use of the disapproval of third parties’ behavior by RG teenagers in the third grade when interacting with their peers, which may suggest that the issue of aggression toward others plays an important role in RG teenagers’ exchanges with their peers and, therefore their affiliation with antisocial peers, which constitutes a risk factor for engaging in antisocial behavior (Snyder et al., 2012).

As for teenager-parent interactions in the second evaluation, it is important to highlight the use of elaborate responses (clarify) by the parents of CG adolescents in second grade, which was significantly higher than the rate of RG participants in all grades who participated in this evaluation. This situation may indicate the use of good parenting skills expressed through the use of successful information seeking strategies by parents and low rates of aggressive requests (hostile containment) and the availability to interact and low use of avoidance strategies by adolescents, which may explain the absence of antisocial behavior in this group (Patterson et al., 1992; Torry and Billick, 2011).

Regarding the 3rd year of evaluation, in teenagers’ interaction with their parents, it is striking that CG teenagers express approval of their parents’ behavior (positive verbal); this may indicate the good state of interactions between adolescents and parents in this group and therefore the absence of coercive interactions between them. Conversely, the constant change of topic of conversation (termination) by RG members may indicate escape strategies, as well as a low rate of exchange. These data, coupled with parents’ requests to change the topic, contingent on the use of negative consequences (hostile containment) indicate the presence of a coercive process between the parents and adolescents in this group, which implies risk factors for adolescents to engage in antisocial behavior (Patterson et al., 1989, 1992; Santoyo and López, 1990). Parents in CG not only had a prosocial interaction with their teenage children but also modeled to them how act when a conflict issue is addressed.

By undertaking the analysis considering data from all the evaluations and only differentiating participants by experimental group, it was found that in GI parent-child exchanges, beginning to address a specific topic was associated with the utterance of negative verbal phrases by both by parent and teenager, which implies the constant disparagement of the person with whom one is interacting. In the case of adolescents, this disparagement is associated with the previous occurrence of verbalization in which the adolescent justifies his or her behavior (debate). This situation shows the use of aversive utterances in the exchanges, which may serve as a predictor of antisocial behavior since the display of physical and verbal aggression during childhood and adolescence has been associated with the development of this type of problems in the literature (Gaeta and Galvanovskis, 2011; Snyder et al., 2012; Alink and Egeland, 2013; Rhee et al., 2013; Garaigordobil and Maganto, 2016; falling et al., 2016).

These data also show that the behavior modeled by RG parents is aggressive, since the display of verbal disapproval associated with the start of verbal behavior oriented toward the chosen conversation topic (conversation topic) by the father is also a risk factor for the development of antisocial behavior as is parents’ authoritarianism (Loeber, 1990; Frias-Armenta et al., 2003; Quiroz et al., 2007; Antolin et al., 2009; López and Rodríguez-Arias, 2012).

The fact that RG teenagers’ acts are not associated with the expression of disapproval by the parent could also denote the use of avoidance strategies by the teenager and thus the development of coercive interactions (Patterson et al., 1989, 1992; Santoyo and López, 1990).

The use of verbalizations in which the disapproval of adolescent behavior (negative verbal), prescribing changes in the adolescent’s behavior (containment) and the anticipation of negative consequences if the prescribed changes are not made (hostile containment) create an inauspicious setting for negotiation, which explains the absence of engagement in “agreement” by parents and their offspring in the at-RG.

A different situation was identified in the case of CG. Parents’ engagement in negative verbal behavior is associated with the justification of facts (debate) by adolescents. Moreover, the utterance of parent’s disapproval was associated with previous use of debating behavior which may indicate the use of inductive behavior by parents, and the prescription of previously justified changes.

Another difference found in the parent-child interaction patterns between the at-risk and control groups is that in the latter, the questions used by parents are not only associated with obtaining elaborate answers from the teenager (clarification), but also result in the continuation of the conversation, allowing greater exchange between members of the dyad, which could be acting as protection factor (Quiroz et al., 2007; Bowker et al., 2016).

The more complexity patterns of teenager-parent interaction in CG were principally related to parents’ behavior. Previous research had found that parental monitoring and responsiveness was associated with prosocial behaviors of the children (Obando et al., 2014; Slattery and Meyers, 2014; Bowker et al., 2016), in this investigation we had found that the principal aspect of parent-teenager exchanges was related to the presentation of a more varied behavioral repertoire by parents, corroborating our hypothesis about it.

It is important to note that this paper sheds light on the molecular process (Reid et al., 2002) which contributes to the emergence and maintenance of antisocial behavior in adolescents, through the identification of specific behavior patterns in adolescents at risk antisocial behavior in their interaction with their parents and peers, which differ from the rates and behavioral patterns engaged in by teenage-parent dyads which are not at risk of antisocial behavior. Since this is a cohort study, it is important to stress the importance of longitudinal studies covering this developmental stage (adolescence).
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Using Systematic Observation and Polar Coordinates Analysis to Assess Gender-Based Differences in Park Use in Barcelona
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This paper aims to assess gender differences in the usage of public open spaces (POS), as an everyday context. Forty POS in the city of Barcelona were studied over 3 months using systematic observation. To objectively measure park use, an observational instrument (EXOdES) was purposely designed combining a field format and several category systems. The instrument facilitated the record of configurations or co-occurrences of codes from different dimensions (i.e., time of day, age, race/ethnicity, activity setting, activity, and presence of vehicles), providing contextually rich data of more than 35,000 individuals and groups and the setting in which the activity occurs. Although a similar overall proportion of males and females were found using POS (55 vs. 45%), important differences by gender were found between people being alone (66 vs. 34%), and groups (53 vs. 47%). To identify regular patterns in the way that men and women use public parks, information on more than 18,000 groups of people was analyzed as a global data set. A multievent sequential analysis was performed considering gender composition as the given behaviors (i.e., groups of males, females, and gendered mixed). Thus, polar coordinates analysis was also performed, because it is a suitable reduction data technique in studies with a broad observational instrument and a large database. Results show important gendered and cultural differences in POS use. Women tend to reproduce traditional gender role, being often more engaged in care functions with children and elders rather than in any other activity or with people of their same age group. Of particular concern is the gap on park use observed in women of ethnic minority groups. Assessing specific group needs on park use is particularly relevant attending to their multiple health and social benefits.

Keywords: park use, public space, gender perspective, systematic observation, lag sequential analysis, polar coordinate analysis
INTRODUCTION

Public open spaces (POS) such as urban parks, open green spaces and squares, contribute to life quality in urban areas in many ways (Chiesura, 2004). Green spaces have stress-reduction and mental health benefits, as contact with nature has a number of restorative effects (Ulrich, 1984; Hartig et al., 1991; Ulrich et al., 1991; Hull and Michael, 1995; Kaplan, 1995; Hansmann et al., 2007; Collado and Staats, 2016). The largely free and accessible character of POS provides a setting for leisure activities and free opportunities for physical activity, which have been linked with multiple benefits to psychological and physical well-being, including weight management, controlling blood pressure, decreasing the risk of heart disease, strokes, breast cancer, and Type 2 diabetes (Godbey, 2009). Spending more time outdoors has also been linked with better health indicators because several indoor air pollutants and vitamin D deficiency, as a consequence of low sun exposure, are also associated with the pathogenesis of frequent chronic diseases (Viegi et al., 2004; Peterlik and Cross, 2005).

Additionally, from a psychological perspective, experiences in specific local places (e.g., public parks, squares, and markets) provide contexts for developing place-identity and might contribute to taste flow and well-being (Bonaiuto et al., 2016). POS are also essential for establishing social recognition and interaction, promoting friendship between neighbors, social cohesion, and a sense of community (Coley et al., 1997; Kuo et al., 1998; Cattell et al., 2008; Vargas and Merino, 2012). Cattell et al. (2008, p. 556) describe the beneficial properties of public spaces in community life: “Social interaction in public spaces, for example, can provide relief from daily routines, sustenance for people’s sense of community, opportunities for sustaining bonding ties or making bridges, and can have a direct influence on wellbeing by raising people’s spirits.” In a similar way, after pointing out the negative correlation between social cohesion and neighborhood insecurity, Vargas and Merino (2012, p. 172) claimed that “it is likely that perceptions of insecurity might decrease if children, youth, families and elder populations are integrated in the space with social activities creating social networks and a sense of community.” That is the crucial role of public spaces on social life.

Attending to the multiple benefits of POS on physical and psychosocial well-being, research has recently put more attention on questions related to environmental justice (Wolch et al., 2014). Using GIS-based measures, several studies have reported income and racial/ethnic disparities in access to recreation facilities, especially in the U.S. (Dahmann et al., 2010; Sister et al., 2010). On a recent review of the equity mapping literature on urban parks, Rigolon (2016) recently concluded that low socioeconomic status and ethnic minority communities have access to fewer parks, fewer park acres, and parks that are potentially more congested. Addressing social disparities in park provision not always require the creation of new public spaces, but also improving those that are underutilized.

Safety has been cited by both adolescents and adults, and in particular women, as one of the most important reasons for not using POS (Burgess et al., 1988; Valentine and Mckendrick, 1997; Molnar et al., 2004; Weir et al., 2006; Casper et al., 2013; Baby et al., 2015). In a review of qualitative research about park use, McCormack et al. (2010) found concerns as to the presence of “undesirable users” (e.g., drug users/dealers, homeless, and loiterers) also some park attributes related to injury safety (e.g., presence of glass, syringes, rocks, debris, heavy traffic) are also often mentioned as discouraging reasons for using public parks. This effect can be related to a disorder model about unsafety (Franklin et al., 2008), according to which both “social and physical incivilities are signs of lack of adherence to norms of public behavior” (Taylor and Hale, 1986, p. 154). Other studies have suggested that modifying park facilities could have a greater impact to increase park use than improving perceptions of park safety (Cohen et al., 2009; Lapham et al., 2016). Urban planners can play a key role in helping communities to have the same opportunities to access public parks. Assessing the type of users and activities that POS attract, can provide valuable information to identify existing disparities of access by certain specific groups. In contrast, as Sister et al. (2010) have stated, “the theoretical perspectives on social justice have seldom translated into practical methods and techniques applicable in the field, failing to provide specific tools for planners to assess, and address social disparities.”

Systematic observation has been proven effective in the analysis of natural contexts, respecting the maximum display of naturalness (Anguera, 2003). Contrary to self-reports, systematic observation is a direct method that can provide objective information with strong internal validity and allows for the simultaneous generation of information about the physical and social environment where the activity is taking place (McKenzie and van der Mars, 2015). Recently, the analysis of park use with systematic observation has received considerable more attention, but because most of the studies have been conducted in the United States and focused on physical activity levels, important areas of interest remain still unclear.

Previous research consistently has shown a gender gap on park use, suggesting the existence of structural and cultural factors that influence women’s leisure opportunities in an urban context (Scraton and Watson, 1998). More males than females tend to use public parks, being males more physically active than women (Evenson et al., 2016; Derose et al., 2018). According to Krenichyn (2004, p. 118), “women are underrepresented in urban parks and plazas and their absence is attributable to actual or perceived vulnerability to crime and threatening or sexually aggressive behavior, or that they use parks most often in the context of family and child-care activities.” Jackson and Henderson (1995, p. 48) also described women constrained in their leisure time “because of the social expectations (women are still primarily responsible for childcare in our society) and social controls (women make less money than men) associated with gender.” As a consequence, opportunities for leisure in public settings may be especially limited for women (Skogman and Maxfield, 1981; Hutchison, 1994; Perkins and Taylor, 1996).

The main goal of the present study is to offer a tool that can assist planners in addressing specific questions regarding park use. From a methodological point of view, our objectives are: (1) to present an observational instrument designed to record
park use as naturally occurs in daily life and (2) to show an example of the possibilities that polar coordinates offer to analyse observational data. In this paper, we use this methodology from a gender perspective to explore gender disparities on park use in Barcelona, Catalonia (Spain). Barcelona is a city with a low and stable victimization index around 15%, basically referred to minor crimes and well-recognized urban public spaces (Valera and Guàrdia, 2014). Nevertheless, insecurity is usually defined by its citizens as one of the most important problems of the city, together with other topics also linked with fear of crime, such as cleanliness, immigration, vandalism, and poverty\(^1\). According to Subirats (2006), governance of the public space in Barcelona is today getting more complex as a result of economic, political, and social dynamics that implies greater job insecurity, more unemployed people on the streets, poverty, and ethnic diversification. A better understanding of how men and women use POS may ultimately lead to interventions to promote park use for all kinds of users and improve perceived safety on urban areas.

**METHODS**

**Design**

We employed an N/F/M observational design (Blanco-Villaseñor et al., 2003; Anguera and Hernández-Mendo, 2013), where N refers to nomothetic (observing numerous POS and groups of people), F refers to intersessional follow-up (recording of numerous sessions) and M refers to multidimensional (analysis of multiple criteria included in the observational instrument).

**Participants**

Forty POS distributed among all 10 districts of the city of Barcelona were analyzed (Figure 1). In order to have different levels of analysis, the sample included 20 POS in Sants-Montjuïc and 20 POS in nine different city districts. The election of the sample was oriented balancing the presence and absence of physical and social disorder signs. To organize observational data collection, 10 circular routes were defined, each one including 4 POS within <15 min walk or by public transportation. Exclusion criteria were (1) very small POS where the presence of an observer could easily produce reactivity and (2) an excessive distance between public spaces included on the same observational route. Final selection included open spaces (\(n = 2\)), open green spaces (\(n = 18\)), small town squares (\(n = 13\)), and large district parks (\(n = 7\)) across the city. When necessary, POS were divided into smaller targeted areas to facilitate systematic observation.

**Materials**

**Observational Instrument**

An observational tool (EXOdES) was specifically created to assess park use and the environmental features of space where activity took place. EXOdES is an *ad hoc* instrument (Sánchez-Algarra and Anguera, 2013) based on the combination of field format and category systems, which permits recording co-occurrent behaviors regarding multiple criteria. This work was developed as part of a broader project, including the development of new observational instrument to assess park use and the consequences of fear of crime on the activity patterns of public space. We conceptualized four different set of factors or macro-criteria: (1) contextual information (observer, date, observational period, public space, location/activity setting), (2) individual criteria (age, gender, and ethnicity of both people being alone and groups, size of groups, ethnic diversity of groups, poverty signs/homelessness), (3) activity criteria (main activity, dogs, vehicles, problematic uses, substances use signs, violence), and (4) environmental criteria (brightness, cleanliness, visual control, green space maintenance, litter, graffiti). Category systems were defined for those criteria with limited options (e.g., gender, age, and race/ethnicity) and catalogs were created for those criteria with unlimited possibilities (i.e., type of vehicles and the main activity sports) that could be extended in case of observing new responses not previously considered. An earlier pilot and more details about the observational instrument and procedure can be found in previous works (Pérez-Tejera et al., 2011; Pérez Tejera, 2012; Valera et al., 2018). Six criteria of the observational system were selected for the present study to describe park use: time of day, age group, race/ethnicity, location, activity, and vehicles (Table 1). Environmental factors were excluded for a question of space and other relevant criteria regarding park use -problematic uses, substances use signs, violence, poverty signs- were also excluded for being infrequent, although their park use implications can be explored in the future.

**Observers**

Eight observers and two digital recorders were contracted half-time by the City Council of Barcelona and coordinated by the researchers. Training consisted of in-class and field-based training and occurred over the course of 1 month. In-class training provided an overview of the study purpose, data collection materials, park observation protocols, and EXOdES training with photographs. Field-based training consisted of on-site visits to each park to review its location and to practice the data collection with EXOdES under investigator supervision. Observers participated in the elaboration of detailed maps of each park identifying all targeted areas within each (e.g., football field, play-ground equipment, and open space). The control of quality of data has been done through kappa Cohen’s coefficient, that has been satisfactory, exceeding 80%. Also, correlation coefficient is higher than 0.80.

**Procedure**

Systematic records were performed between September 2010 and December 2010. All POS were visited 8 times per day (observation period): 10:00–11:00, 11:00–12:00, 12:00–13:00, 13:00–14:00, 16:00–17:00, 17:00–18:00, 18:00–19:00, and 19:00–20:00. After assuring high levels of inter-rater reliability during training, observations were conducted by 1 observer. Every weekday during the study period every observer was assigned to one of 10 routes including 4 POS, in a morning (from 10:00 to 14:00) or afternoon turn (from 16:00 to 20:00). Each observational session was defined as a 45-min observational period.
After the first observational session, the observer moved to the next POS of the route and started a new 45-min observational session until complete the assigned route. With this procedure, short observation sessions were ensured reducing the risk of observer fatigue and reactance (Hoeben et al., 2018). At the end of the study, every POS was observed at 8 different observational periods, a median of 5 different days, by at least 3 different observers and 3 different weekdays, to diminish some bias. Observations were conducted only during good weather. When special events took place in the POS, observational sessions were rescheduled on the same weekday in the following weeks.

During each observational session, observational scans of target areas were performed periodically to obtain information about park use. A scan is a single observation or visual sweep from left to right across the target area. All individuals or groups observed in each location during a 45-min observational period were recorded naturally. In the case of individuals, age group (i.e., children, teens, adults, and elders), and race/ethnicity (i.e., White, Latin, Arab, Asian, and African) were recorded. The make-up of the groups were recorded accordingly: size of the group (i.e., 2, 3–5, 6–10, and 10–20), gender composition (i.e., men, women, mostly men, mostly women, and equally mixed), age (i.e., children, teens, adults, elders, children with teens, adults with elders, and children/teens with adults/elders), and ethnicity using the same taxonomy for individuals. Additionally, groups were also classified regarding their ethnic homogeneity (i.e., Whites, mostly whites, equally mixed, mostly non-whites, and non-whites). The activity setting or target area where people were observed (e.g., sport court, playground, and open space), the activity (e.g., play, sports, and walk) and the presence or absence of vehicles (e.g., no vehicles, skate, and stroller) were also recorded. Thus, each individual or group using the space during an observational session were recorded as a configuration, providing information regarding the co-occurrent multidimensional criteria of the observational instrument.

This research was carried out in accordance with the Declaration of Helsinki. A review by an ethics committee and written informed consents were not required in this study as: (a) it involved the observation of people in public places where individuals or groups targeted for observation had no reasonable expectation of privacy; (b) it did not include any intervention staged by the researcher or direct interaction with the individuals or groups; and (c) it did not comprise collecting personal information disseminated through photographic, film or video footage in the research results.

**Data Analysis**

Configurations recorded in all 40 POS were compiled as a global data set. We estimated the number of people observed counting for the number of individuals and groups of two people. When the size of groups was 3–5, 6–10, or 10–20, the number was estimated based on modal values. Regarding gender in groups, we considered that 0.75, 0.5 and 0.25% were women when the gender composition was coded as mostly women, equally mixed and mostly men, respectively.
TABLE 1 | EXOdES park use observation instrument.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation period</td>
<td>1011</td>
<td>10:00–11:00</td>
</tr>
<tr>
<td></td>
<td>1112</td>
<td>11:00–12:00</td>
</tr>
<tr>
<td></td>
<td>1213</td>
<td>12:00–13:00</td>
</tr>
<tr>
<td></td>
<td>1314</td>
<td>13:00–14:00</td>
</tr>
<tr>
<td></td>
<td>1617</td>
<td>16:00–17:00</td>
</tr>
<tr>
<td></td>
<td>1718</td>
<td>17:00–18:00</td>
</tr>
<tr>
<td></td>
<td>1819</td>
<td>18:00–19:00</td>
</tr>
<tr>
<td></td>
<td>1920</td>
<td>19:00–20:00</td>
</tr>
<tr>
<td>Gender (GEND)</td>
<td>GFEM</td>
<td>Female group</td>
</tr>
<tr>
<td></td>
<td>GMAS</td>
<td>Male group</td>
</tr>
<tr>
<td></td>
<td>GMIX</td>
<td>Mixed gendered group</td>
</tr>
<tr>
<td>Age (AGE)</td>
<td>GCHI</td>
<td>Children</td>
</tr>
<tr>
<td></td>
<td>GYOU</td>
<td>Youths</td>
</tr>
<tr>
<td></td>
<td>GADU</td>
<td>Adults</td>
</tr>
<tr>
<td></td>
<td>GELD</td>
<td>Elders</td>
</tr>
<tr>
<td></td>
<td>ADEL</td>
<td>Adults with elders</td>
</tr>
<tr>
<td></td>
<td>CHYO</td>
<td>Children and youths</td>
</tr>
<tr>
<td></td>
<td>CYAE</td>
<td>Children and/or youths with elders</td>
</tr>
<tr>
<td>Race/ethnicity (ETHN)</td>
<td>WHIT</td>
<td>White</td>
</tr>
<tr>
<td></td>
<td>LATI</td>
<td>Latin/Caribbean</td>
</tr>
<tr>
<td></td>
<td>ARAB</td>
<td>Arab</td>
</tr>
<tr>
<td></td>
<td>ASIA</td>
<td>Asian</td>
</tr>
<tr>
<td></td>
<td>AFRI</td>
<td>African</td>
</tr>
<tr>
<td>Activity setting (SETT)</td>
<td>BENC</td>
<td>Benches or similar</td>
</tr>
<tr>
<td></td>
<td>PLAG</td>
<td>Playgrounds</td>
</tr>
<tr>
<td></td>
<td>OPEN</td>
<td>Open spaces</td>
</tr>
<tr>
<td></td>
<td>COUR</td>
<td>Sport courts</td>
</tr>
<tr>
<td></td>
<td>GREE</td>
<td>Green areas</td>
</tr>
<tr>
<td></td>
<td>SOTH</td>
<td>Other settings</td>
</tr>
<tr>
<td>Activity (USE)</td>
<td>SITT</td>
<td>Enjoying the scenery, chatting or relaxing</td>
</tr>
<tr>
<td></td>
<td>PLAY</td>
<td>Playing</td>
</tr>
<tr>
<td></td>
<td>WALK</td>
<td>Walking</td>
</tr>
<tr>
<td></td>
<td>FOOT</td>
<td>Playing football</td>
</tr>
<tr>
<td></td>
<td>PETA</td>
<td>Playing boules</td>
</tr>
<tr>
<td></td>
<td>OSPO</td>
<td>Playing other sports</td>
</tr>
<tr>
<td></td>
<td>PICK</td>
<td>Picnicking</td>
</tr>
<tr>
<td>Vehicles (VEHI)</td>
<td>NOVE</td>
<td>No vehicles</td>
</tr>
<tr>
<td></td>
<td>BICY</td>
<td>Bicycle</td>
</tr>
<tr>
<td></td>
<td>SKAT</td>
<td>Skate or roller skater</td>
</tr>
<tr>
<td></td>
<td>BABY</td>
<td>Stroller</td>
</tr>
<tr>
<td></td>
<td>WHEE</td>
<td>Wheelchair</td>
</tr>
<tr>
<td></td>
<td>DRIV</td>
<td>Motorized vehicles</td>
</tr>
</tbody>
</table>

Thus, information on the behavior of more than 18,000 groups were analyzed to search for regular structures hidden in data set according to gender. Prospective and retrospective multievent sequential analysis, from lag −5 to lag +5, were performed using GSEQ 5.1 (Bakeman and Quera, 1995, 2011). We used a simplified gender composition category -groups of males only (GMAS), females only (GFEM), and gendered mixed (GMIX)- as target behaviors, considering the rest of categories in the observational instrument as given criteria. Thus, several polar coordinate analysis were performed with HOISAN (Hernández-Mendo et al., 2012) to create maps with all possible interrelations between gender composition of observed groups and all categories of the field format.

Polar coordinate is a data reduction technique based on the \( Z_{sum} \) statistic, which was introduced by Cochran (1954), developed by Sackett (1980), and optimized by Gorospe and Anguera (2000). Standardized \( Z \) statistics derived from adjusted residuals (Bakeman, 1978) were used to compute prospective and retrospective \( Z_{sum} \) statistics. These values are then used to build maps showing the relationships between a focal behavior and one or more conditional behaviors. These relationships are considered significant \( (p < 0.05) \) when the vector length is >1.96 (excitatory) or <−1.96 (inhibitory). Each quadrant shows the type of relationship between the focal behavior and the corresponding conditional behavior as follows (Figure 2): Quadrant I: prospective and retrospective activation; Quadrant II: prospective inhibition and retrospective activation; Quadrant III: prospective and retrospective inhibition; and Quadrant IV: prospective activation and retrospective inhibition. Although this technique was specifically developed for use in sport research (Gorospe and Anguera, 2000; Perea et al., 2012; Aragón et al., 2016; Castañer et al., 2016; Tarragó et al., 2016), it has been also useful in other fields (Anguera et al., 2003; Herrero Nivela and Pleguezuelos Saavedra, 2008; Santoyo et al., 2017). To our best knowledge, it is the first time that it was applied to analyse daily life interactions in public spaces.

RESULTS

Research staff completed a total of 1,505 observational sessions made on 67 different days. During the study period, we estimate that 75,853 people (55 males vs. 45% females) were using POS during observational periods. Specifically, 16,209 people were observed as being alone (66 males vs. 34% females) and we estimate that 59,644 people were recorded in groups (53 males vs. 47% females). The complete observed categories among males only (GMAS), females only (GFEM), and gendered mixed groups (GMIX) are shown in Table 2. For all studied criteria, the chi-square for differences among gender groups was significant at the 0.001 level.

Table 3 shows the polar coordinates analysis numerical result, considering as focal behavior GMAS, GFEM, and GMIX. It includes the following information: name of the conditional behavior, quadrant, prospective and retrospective \( Z_{sum} \), radius, and angle. The polar coordinate maps offer a visual representation of the statistically significant associations (activation or inhibition) between focal and conditional behaviors. In the present study, only significant relations between focal and conditional behaviors are presented. The association is shown both quantitatively (length of vector) and qualitatively (quadrant I, II, III, or IV). We have structured results into sections organized by the different 6 target criteria in EXOdES that have been analyzed.
Time of Day
Studied POS have more capacity to attract groups of people during the afternoon, especially from 17:00 to 20:00. As shown in Table 2, during this observational period, 53.6% of groups were observed. In Figure 3, relationships between gender composition and observational periods are shown. Male groups have mutually inhibitory relationships with 17:00–18:00 (1718) and 18:00–19:00 (1819), also mutually excitatory relationships with the rest of observational periods. Contrary to men groups, female groups present mutually excitatory relationships with 12:00–13:00 (1213), 18:00–19:00, and particularly significant with 17:00–18:00, coinciding with the moment when children finish school in Spain. Regarding mixed groups, mutually excitatory relationships are found with 10:00–11:00 (1011), 18:00–19:00, and particularly stronger with 19:00–20:00 (1920).

Age
The most frequent composition group observed (36.0%) was that formed by children, youth or both, accompanied by adults, older adults or both (CYAE). This category comprises of different forms of child and youth care. After that, the most common groups were adults (23.2%), youths (18.05%), elders (10.3%), children (6.3%), adults with elders (5.0%), and children with youths (1.2%). In the second polar coordinate map, the relationship between gender and age groups are shown. As we can see in Figure 4, male groups have mutually excitatory relations with all composition groups, except with groups of adults and older adults (ADEL), and particularly groups of children and/or youths with adults and/or older adults (CYAE), both with mutually inhibitory relations. Groups of adults with older adults, but particularly groups of children and/or youths supervised by adults and/or older adults are the only composition groups that are found to be mutually activated with groups of females. Regarding mixed groups, mutually excitatory associations are found with groups of youths (GYOU), adults (GADU), elders (GELD), and groups of adults with elders. Mixed gendered groups also have mutually inhibitory relationships with groups of children only (GCHI) and groups of children and/or youths supervised by adults and/or older adults.

Race/Ethnicity
Regarding race/ethnicity, most of the observed groups are Whites (77.9%), followed by Latins (12.3%), Asians (4.9%), Arabs (3.5%), and Africans (1.4%). These results are coherent with the heterogeneity of residents in the city of Barcelona, as according to the census 16.6% of its population is foreign, that being Europeans, Latins, and Asians the more common origins. The groups ethnically heterogeneous, those where whites and other minority groups are mixed, represent the 7.5% of
TABLE 2 | Observed frequency of analyzed criteria by gender composition.

<table>
<thead>
<tr>
<th></th>
<th>Male groups</th>
<th>Female groups</th>
<th>Mixed groups</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td><strong>OBSERVATION PERIOD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1011</td>
<td>373</td>
<td>6.0%</td>
<td>317</td>
<td>5.1%</td>
</tr>
<tr>
<td>1112</td>
<td>670</td>
<td>10.7%</td>
<td>631</td>
<td>10.1%</td>
</tr>
<tr>
<td>1213</td>
<td>751</td>
<td>12.0%</td>
<td>755</td>
<td>12.1%</td>
</tr>
<tr>
<td>1314</td>
<td>709</td>
<td>11.3%</td>
<td>621</td>
<td>10.0%</td>
</tr>
<tr>
<td>1617</td>
<td>632</td>
<td>10.1%</td>
<td>436</td>
<td>7.0%</td>
</tr>
<tr>
<td>1718</td>
<td>1,094</td>
<td>17.5%</td>
<td>1,507</td>
<td>24.1%</td>
</tr>
<tr>
<td>1819</td>
<td>1,078</td>
<td>17.2%</td>
<td>1,224</td>
<td>19.6%</td>
</tr>
<tr>
<td>1920</td>
<td>949</td>
<td>15.2%</td>
<td>749</td>
<td>12.0%</td>
</tr>
<tr>
<td><strong>XSQ</strong></td>
<td>257.62 df = 14 p = &lt; 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>AGE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCHI</td>
<td>541</td>
<td>8.7%</td>
<td>222</td>
<td>3.6%</td>
</tr>
<tr>
<td>GYOU</td>
<td>1,433</td>
<td>22.9%</td>
<td>695</td>
<td>11.1%</td>
</tr>
<tr>
<td>GADU</td>
<td>1,669</td>
<td>27.0%</td>
<td>925</td>
<td>14.8%</td>
</tr>
<tr>
<td>GELD</td>
<td>670</td>
<td>10.7%</td>
<td>428</td>
<td>6.9%</td>
</tr>
<tr>
<td>ADEL</td>
<td>170</td>
<td>2.7%</td>
<td>413</td>
<td>6.6%</td>
</tr>
<tr>
<td>CHYO</td>
<td>80</td>
<td>1.3%</td>
<td>67</td>
<td>1.1%</td>
</tr>
<tr>
<td>CYAE</td>
<td>1,666</td>
<td>26.7%</td>
<td>3,490</td>
<td>55.9%</td>
</tr>
<tr>
<td><strong>XSQ</strong></td>
<td>1,970.5 df = 12 p = &lt; 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>RACE/ETHNICITY</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WHIT</td>
<td>4,368</td>
<td>71.5%</td>
<td>4,851</td>
<td>79.0%</td>
</tr>
<tr>
<td>LATI</td>
<td>821</td>
<td>13.4%</td>
<td>780</td>
<td>12.7%</td>
</tr>
<tr>
<td>ARAB</td>
<td>386</td>
<td>6.3%</td>
<td>155</td>
<td>2.5%</td>
</tr>
<tr>
<td>ASIA</td>
<td>382</td>
<td>6.2%</td>
<td>299</td>
<td>4.9%</td>
</tr>
<tr>
<td>AFRI</td>
<td>156</td>
<td>2.6%</td>
<td>58</td>
<td>0.9%</td>
</tr>
<tr>
<td><strong>XSQ</strong></td>
<td>421.95 df = 8 p = &lt; 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ACTIVITY SETTING</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BENC</td>
<td>2,620</td>
<td>41.9%</td>
<td>2,595</td>
<td>41.6%</td>
</tr>
<tr>
<td>PLAG</td>
<td>900</td>
<td>14.4%</td>
<td>1,927</td>
<td>30.9%</td>
</tr>
<tr>
<td>OPEN</td>
<td>1,733</td>
<td>27.7%</td>
<td>1,340</td>
<td>21.5%</td>
</tr>
<tr>
<td>COUR</td>
<td>578</td>
<td>9.2%</td>
<td>85</td>
<td>1.4%</td>
</tr>
<tr>
<td>GREE</td>
<td>197</td>
<td>3.2%</td>
<td>146</td>
<td>2.3%</td>
</tr>
<tr>
<td>SOTH</td>
<td>227</td>
<td>3.6%</td>
<td>142</td>
<td>2.3%</td>
</tr>
<tr>
<td><strong>XSQ</strong></td>
<td>1,293.17 df = 10 p = &lt; 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ACTIVITY</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SITT</td>
<td>3,453</td>
<td>58.9%</td>
<td>3,497</td>
<td>56.3%</td>
</tr>
<tr>
<td>PLAY</td>
<td>950</td>
<td>16.2%</td>
<td>1,826</td>
<td>29.5%</td>
</tr>
<tr>
<td>WALK</td>
<td>331</td>
<td>5.6%</td>
<td>623</td>
<td>10.0%</td>
</tr>
<tr>
<td>FOOT</td>
<td>427</td>
<td>7.3%</td>
<td>39</td>
<td>0.6%</td>
</tr>
<tr>
<td>PETA</td>
<td>163</td>
<td>2.8%</td>
<td>13</td>
<td>0.2%</td>
</tr>
<tr>
<td>OSPO</td>
<td>403</td>
<td>6.8%</td>
<td>72</td>
<td>1.2%</td>
</tr>
<tr>
<td>PICK</td>
<td>140</td>
<td>2.4%</td>
<td>139</td>
<td>2.2%</td>
</tr>
<tr>
<td><strong>XSQ</strong></td>
<td>1,729.23 df = 12 p = &lt; 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>VEHICLES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOVE</td>
<td>5,125</td>
<td>82.0%</td>
<td>4,345</td>
<td>69.6%</td>
</tr>
<tr>
<td>BICY</td>
<td>275</td>
<td>4.4%</td>
<td>116</td>
<td>1.9%</td>
</tr>
<tr>
<td>SKAT</td>
<td>186</td>
<td>3.0%</td>
<td>67</td>
<td>1.1%</td>
</tr>
<tr>
<td>BABY</td>
<td>376</td>
<td>6.0%</td>
<td>1,506</td>
<td>24.1%</td>
</tr>
<tr>
<td>WHEE</td>
<td>96</td>
<td>1.5%</td>
<td>188</td>
<td>3.0%</td>
</tr>
<tr>
<td>DRIV</td>
<td>195</td>
<td>3.1%</td>
<td>17</td>
<td>0.3%</td>
</tr>
<tr>
<td><strong>XSQ</strong></td>
<td>1,285.15 df = 10 p = &lt; 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Only those categories accounting for more than 1.0% have been included; those with less than 1.0% were aggregated in other recoded or eliminated of the analysis.
observed groups. In Figure 5, we show the relationships that have been found between gender and race/ethnicity. Male groups have mutually excitatory connections with all minority groups, particularly stronger with Africans (AFRI) and Arabs (ARAB). Whites (WHIT) is the only category with which male groups establish a strong mutually inhibitory relationship. Female groups, on the other hand, have mutually excitatory relations with Latins (LATI) and Whites, also mutually inhibitory relationships with Asians (ASIA) and particularly Arabs and Africans. Mixed gendered groups have a mutually excitatory relationship only with Whites and mutually inhibitory relations with the rest of minority groups.

**Activity Setting**

The most heavily used activity settings were those where people can sit such as benches, little walls or stairs (44.2%), followed by open spaces (25.3%), playgrounds (19.8%), sport courts (4.3%), and green areas (3.2%). Figure 6 examines the kind of relations
established between activity setting and gender group. Male groups have mutually excitatory connections with benches, little walls or stairs (BENC), open spaces (OPEN), and particularly with sport courts (COUR). Green spaces (GREE) and specially playgrounds (PLAG) have mutually inhibitory connections with male groups. On the contrary, playground is the only activity setting that has a mutually excitatory relationship with female groups. Regarding mixed groups, they have mutually excitatory connections with all activity settings except with sport courts and playgrounds.

Activity
The most common activities observed were sitting or chatting (61.3%), followed by playing (20.2%), walking (9.0%), playing sports (7.4%), and picnicking (2.1%). Most frequently observed sports were football (3.0%) and boules (1.2%). Relationships that have been detected between the activity and gender are shown in Figure 7. Male groups have mutually excitatory relationships with sitting/chatting (SITT) and picnicking (PICK), but the strongest relationships are established with playing sports as football (FOOT), boules (PETA) or others (OSPO). Regarding female groups, the only activity that is mutually activated is that related to game (PLAY) activities. In mixed gendered groups, activities that are found mutually activated are sitting/chatting and walking (WALK).

Vehicles
The analysis of vehicles is a complementary way of describing park use. From observed groups, 22.4% were carrying some type of vehicle, stroller being the most frequent (13.5%) followed by bicycles (3.0%), wheel chairs (2.7%), skates or roller skaters (1.7%), and other motorized vehicles as cars or motorcycle (1.7%). Figure 8 shows the type of relationships found between gender groups and vehicles. Male groups
have mutually excitatory relations with no vehicles (NOVE), motorized vehicles (DRIV), skates (SKAT) and bicycles (BICY), and mutually inhibitory relationships with wheelchairs (WHEE) and particularly with baby carriages (BABY). Female groups have mutually excitatory relations with strollers and wheelchairs, also mutually inhibitory relationships with the rest of vehicles. Finally, mixed gendered groups have mutually excitatory relationships with bicycles, wheelchairs and particularly with no vehicles.

**DISCUSSION**

Public open spaces (POS) play a critical role in urban areas offering free opportunities for leisure and physical activity. They also help to increase social recognition and interaction with neighbors, which is the basis to improve social cohesion, trust, and perception of safety. Nevertheless, few studies have used systematic observation to analyse activity patterns on POS except for some recent studies on outdoor physical activity mainly in the United States.

We have conducted a systematic observation study over 3 months, observing 40 POS distributed across all 10 districts of Barcelona to assess gendered differences on park use. An ad hoc observational instrument (EXOdES) was used to record sociodemographic characteristics of park users and their activities. In this paper, we estimated numbers of people using POS and analyzed gendered differences on several criteria: time of day, age group, race/ethnicity, activity setting, activity, and vehicles.

According to the census, less males than females (47 vs. 53%) live in Barcelona. Nevertheless, more males than females (55 vs. 45%) regardless of age group were seen using POS. The difference was particularly higher in individuals (66 vs. 34%) rather than in groups, where numbers were more similar (53 vs. 47%). This result is consistent with several previous studies.
in other geographic areas. In a recent review of observational studies measuring physical activity levels on park users, Evenson et al. (2016) found that in 20 studies more males than females were observed using public parks, ranging from 51 to 67%, while just three of them reported fewer males or no gender differences. Thus, a considerable higher proportion of females were seen in the present study when compared to several of those included in Evenson’s review. Regarding groups of the same age, more adults, and adolescents were seen than older adults and children, which is also consistent with literature. However, the most frequent mixed age group composition in our study was adults and/or older adults with children and/or youngs (36%), thus a considerable proportion of elders and children were observed using POS.

To particularly assess differences in the way that men and women use public space, data regarding to more than 18,000 groups of people have been analyzed considering their gender composition (males only, females only and mixed gendered groups). Using multievent sequential and polar coordinate analysis, several hidden patterns in dataset have been identified. Groups of women were more likely to use POS between 17:00 and 18:00 (after children finish school) rather than at other times of the day. They were particularly infrequent between 19:00 and 20:00 unless they were with other men.

Contrary to men, women were more frequently involved in groups with other children, adolescents, and elders, rather than with other women of their same age group. Women were also more likely to be close to playgrounds areas where they could supervise children, to be engaged in play activities with them, and to be seen with strollers, rather than any other amenities, activities or vehicles. All these results show that outdoor leisure of women is largely centered around traditional family roles as they spend more time with children, elderly or disabled relatives (Hutchison, 1994; Kavanagh et al., 2006). These care functions
were rarely seen in groups of males and mixed groups, according to codes that were mutually activated and inhibited in polar coordinate maps.

On the other hand, male groups were more likely to be observed at any time of day except from 17:00 to 19:00. Men were more often found amongst people of the same age group, using considerably more activity settings than women (e.g., sport courts, benches, and open spaces) and performing activities such as enjoying the scenery, chatting, relaxing, and picnicking. Consistently with literature, a higher proportion of men were engaged in moderate and vigorous activities, as playing football, basketball, boules, skating, or bicycling (McKenzie et al., 2006; Reed et al., 2008; Parra et al., 2010). From a health perspective, women's constraints on outdoor physical activity is of particular concern due to the important benefits on health indicators. A policy challenge is how to engage more women in sports while simultaneously supplying other sources of care for their young children (Cohen et al., 2007).

Two important questions arise when considering the role of race/ethnicity on park use. Firstly, a considerable fewer proportion of Asian, Arab, and African women were seen compared with groups of men of the same ethnic group. When female groups were observed, they were more likely to be Whites or Latinas rather than any other origin. However, groups of men have mutually excitatory relationships with all minority groups and an inhibitory relation just with Whites. These results reflect the exclusion of public space that many women from minority ethnic groups experience, which is coherent with previous ethnographies conducted in Barcelona (Garcia-Ramon et al., 2004; Ortiz et al., 2004). Research has shown that women from minority ethnic groups may have some specific constraints for park use, including a higher fear of sexual and racial attack, differences in roles and rights by gender as a result of more patriarchal structures (Ho et al., 2005), restrictions related to matters of honor especially on Muslim women (Peters, 2011), a socio-economic situation that decreases the importance of leisure pursuits and a “fear of dogs” mainly associated with religious reasons (Rishbeth, 2001). Secondly, while POS was frequented by a range of different ethnic groups, just 7.5% of observed groups were seen having contact between them. Ethnic segregation may be highly functional for some groups when segregation is voluntary. Ethnic minorities “frequently want to be together in order to enjoy mutual support, rebuild family and neighborhood networks, and maintain their languages and cultures” (Castles, 1993). However, more efforts are needed to encourage informal social contact in POS between different ethnic groups. Promoting heterogeneity, tolerance and inter-ethnic understanding have also been linked with social cohesion and perception of safety (Vargas and Merino, 2012).

In the light of above exposed, a final reflection about the social quality of POS could be made. One of the most important consequences of fear of crime is the withdrawal of people from public spaces, especially vulnerable social groups (Jackson, 2011; Rader et al., 2012; Shipee, 2012). Fear of crime can make people prisoners at their own home (Hale, 1996). People who are afraid of being criminally victimized tend to stay more at home, limiting their social and cultural activities, reducing the quality of life, and eroding social life. Additionally, limiting one's movement to safe places at safe times may have a feedback loop: limiting social interaction also increases fear in its turn (Liska et al., 1988), whereas, experiencing ethnic and social variety regularly may help to develop a sense of familiarity with strangers, reduce intolerance and increase social cohesion, perceptions of safety and well-being (Kazmierczak, 2013). From an urban ecological perspective (Saunders, 2001) social diversity has a great relevance on urban social management. For instance, Hristova et al. (2016) considers “brokerage” (or social connectivity), “serendipity”, “entropy”, and “homogeneity” as measures of social diversity. Indeed, POS should provoke spontaneous and unexpected social encounters, as well as those planned and trusted. Because POS are the main scenarios for urban social life, contact with strangers-viewed as an opportunity, not as a risk—should be psychosocially enriching, and a tool for promoting social cohesion. In many cities, as we have also seen in Barcelona, too many POS are places appropriated by specific social groups in specific periods of time. This is particularity dramatic when we have analised gender patterns of occupation specially related to female traditional roles as well as cultural ethnic differences. Thus, considered, it is only a matter of time that POS will end up losing their social relevance in favor of other more controlled and safer places. Conversely, a higher interest in promoting social diversity in a perceived safety environments could break off this tendency, now broadly extended in many urban environments (Low, 2003).

Some limitations of this study have been identified. Probably, the most important one was that observations were conducted only on weekdays from September to December. Thus, any conclusion about the activity patterns in studied public spaces should be restricted to this observational period. It would be essential to examine POS during weekends, as gendered patterns of public space use may be different, also during other times of the year to identify seasonal changes on park use. A second limitation included the sample selection bias. The sampling consisted of 40 POS in the city of Barcelona. At least 2 public spaces of all 10 districts of the city were represented to try to avoid an important bias. However, as 20 of them were concentrated in Sants-Montjuïc, results needed to be interpreted carefully. Additionally, as with most studies using systematic observation there was the possibility of generating reactance on park users. To minimize this bias, observers had instructions of being in locations where low visibility to park users were guaranteed. Although very few people respond with curiosity, there was an episode where the observer was asked to stop recording and leave, reflecting appropriation processes of public space by certain communities that characterize some places.

This study is an example of the possibilities that systematic observation offers for the study of naturally occurred interactions in everyday life. We have also shown the informative potential of polar coordinate technique when analyzing big observational data with results in form of easy-to-understand maps. Our results have documented men and women preferences on park use, in unisex, and mixed groups. Together, these findings can help urban planners and policy-makers to assess and address specific gender needs associated with environmental justice. The
approach can also provide relevant data to decide which parks need interventions or to examine the impact of park renovations on park use. Further research could also consider assessing social and environmental characteristics of POS and their implications on activity patterns and perceived insecurity.
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Detection of Ludic Patterns in Two Triadic Motor Games and Differences in Decision Complexity
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The triad is a particular structure in which an ambivalent social relationship takes place. This work is focused on the search of behavioral regularities in the practice of motor games in triad, which is a little known field. For the detection of behavioral patterns not visible to the naked eye, we use Theme. A chasing games model was followed, with rules, and in two different structures (A ↔ B ↔ C ↔ A and A → B → C → A) on four class groups (two for each structure), for a total of 84, 12, and 13 year old secondary school students, 37 girls (44%) and 47 boys (56%). The aim was to examine if the players’ behavior, in relation to the triad structure, matches with any ludic behavior patterns. An observational methodology was applied, with a nomothetic, punctual and multidimensional design. The intra and inter-evaluative correlation coefficients and the generalizability theory ensured the quality of the data. A mixed behavioral role system was used (four criteria and 15 categories), and the pattern detection software Theme was applied to detect temporal regularities in the order of event occurrences. The results show that time location of motor responses in triad games was not random. In the “maze” game we detected more complex ludic patterns than the “three fields” game, which might be explained by means of structural determinants such as circulation. This research points out the decisional complexity in motor games, and it confirms the differences among triads from the point of view of motor communication.

Keywords: Theme, triad, motor game, structure, T-patterns

INTRODUCTION

Motor games with rules enclose players behavior regularity due to the expectations of the roles. The regularities of these behaviors also depend on the communication structure to which the players are subjected. Play behaviors are an orderly way of communicating in games with rules. The relationships between the roles of the games and its time are two key aspects of the analysis of the relationships showed by the players, in this way triadic relationships are defined. Triad motor games are composed of three decisional units (three individuals or three groups of individuals), in a context of motor communication (Parlebas, 1981), with players’ autonomy to act according to strategic interests (Pic and Navarro, 2017).

To speak about regularity of behavior in games is to talk about the outcome of a logic of each motor situation (Parlebas, 1981, 1988, 2005a,b,c). This logic has been developed by Parlebas’ motor praxiology, and studied in sports games. However, it is necessary to reach a deeper level of analysis of issues that are hidden from the chaining of roles in different games. Knowing the time regularity
of the motor sequences used by the players provides more information about the background of the transcendent playing relations. Linking the role to the time requirement implies ensuring a more precise, consistent, and revealing pattern.

Motor games show varying levels of complexity; one of these complexities is provided by the triad game (Parlebas, 2011). The inclusion of a third triadic element incorporates coalliance (Gamson, 1961) into the playful scenario (Navarro and Pic, 2016) increasing the habitual complexity of the dual game. In general, games have a consubstantial random component that comes from their degree of uncertainty but, in the face of this, players struggle to control that uncertainty and to approach their strategy. Triad motor games have in complexity a research challenge, because they delve into cooperation (Pic and Navarro, 2017) even though players may be adversaries.

Complexity in triadic games remains a research challenge. Complexity studies have indicated the importance of including the time scale in research (Balagué et al., 2013). In triad, property activation is relevant and susceptible to becoming constraints (Davids et al., 2008). To analyze complexity, three deepening levels are available: (a) the structure of the game, (b) the role and (c) the observed behavior. The complexity of the triad structures (Simmel, 1950; Caplow, 1956, 1959; Wasserman, 1975; Wasserman and Faust, 2013) refers to the amount of relationships established between the teams in the game, and the decisional range of the roles of a game brings with it a series of possible relationships with other roles. Finally, the “strategic whole” is therefore unsurpassable and, through the role, the behaviors put into practice by the players must be made operative in order to unravel the true complexity.

In dual games, the identity of each party is reflected in the antagonism of their relationships. Nevertheless, in the triadic census (Moody, 1998), based on the relation typology, a great variety of connections is verified, which could activate certain properties. Two properties such as reciprocity and circulation affect structures 1 (A→B↔C↔A) and structure 2 (A → B → C → A) in a different way.

Reciprocity is understood as the two-way communication connection between two teams (A↔B), while circulation is the sequence of connections from one source to the same starting point, completing one cycle. Structure 2 does not have reciprocity, but with one-way circulation, however, structure 1 has 3 reciprocities and two-way circulation, that is, it has two origins. Their reciprocity is affected in the confrontation between the three teams, because each duel would annul itself reciprocally. In relation to the circulation property in structure 2, in simultaneous capture games, if the players of team A take prisoners of the players of team B, it means that most of the players of team C will remain as free players because there are scarce possibilities for team B players to get some catch from team C. That is, team A, following the rules of the game and fulfilling their pretensions, hinder their chances of winning the game. These situations, scarcely studied in the motor game, were already analyzed in depth with a social approach by Caplow (1959). It should be noted that we understand complexity as the set of elements, relationships and emergent properties based on a strategic sense. Therefore, in structure 1, there would be greater complexity and average probabilities for the paradox to appear, while in structure 2 the complexity would be less, but the structural paradox would appear due to the relational disposition of its elements.

The internal logic of the motor game leads to focus attention on the role as it is a route of play when players act. Role is a structural indicator that helps to operationalize the motor game, as well as to order the strategic procedures that the players put into practice to reach their objectives. In an apparently uncontrolled context in a game, each driving situation is unique and unrepeatable. Role represents the path, the structure of communication support, and T-patterns (detected with Theme) emerge from the observed behaviors. In this sense, the T-patterns found are not rules of decision for the game, but seemingly random events which are timely and behaviorally organized, though. For this reason, an ecological methodology (Anguera and Hernández-Mendo, 2014) is required to advance in the study of these structures based on the motor interaction of three teams, as well as the inclusion of the time parameter (Magnusson, 2000). To find out T-patterns, the observation of games offers methodological advantages with which to reduce the complexity of the triadic game.

In the observational methodology (Lapresa et al., 2013a; Anguera and Hernández-Mendo, 2014, 2016) the use of analysis techniques that help to evidence the construction of behavioral structures with time regularity has been increasing. As it is well known, THEME is a software (Magnusson, 1996, 2000) that detects T-patterns (Borrie et al., 2002; Jonsson et al., 2006; Casarrubea et al., 2015) by combining ordered events which occur at relatively invariant time distances.

Motor games have not been studied using the T-pattern algorithm before, despite their communicational richness, but sports have. There are differences of a time sense between the first and second part in soccer matches in high level competitions (Cavaleria et al., 2015) detected by using an observational methodology and THEME (Magnusson, 1996, 2000). T-patterns have been identified in the motor interactions of F.C. Barcelona (Camerino et al., 2012) and finalized strikes in goal in futsal (Lapresa et al., 2015). In basketball, the effectiveness of offensive play (Fernandez et al., 2009; Lapresa et al., 2013a) and foot position were studied, among other criteria, to try to optimize pitch (Garzón et al., 2011), and it was also studied in combat sports (Camerino et al., 2014).

Justification of the hypothesis: the decisions of a triadic motor game players show the complexity of game structures. Strategic regularity represents a degree of strategic organization which players put into practice when playing. The detection of T-patterns is evidence of the logic of strategic sense, ordered in roles. The decisional chance is greater the less able the players are to carry out actions that allow obtaining advantages. When confronting two triadic motor games with different distribution of directed graphs (communication flows), two communication conditions are tested when developing the game strategy; the game “the maze” is more complex due to the number of reciprocities, while “the three fields” does not have any reciprocity. In addition, the one-way communication of the game “the three fields,” directly activates a structural...
paradox with consequences on the strategy of teammates and/or rivals.

In this line of research, aimed at the motor game, the objective was to look for temporary regularities in two triad games, under two different communication structures, through game roles and their observable behaviors in practice. For this study, the following generic and specific objectives were considered, respectively.

- Identifying systemic properties in two triadic games and analyzing their influence in practice.
- Discriminating the scope of triadic behavior according to the roles of the game.

Hypothesis:

- The increase in decisional complexity and strategic regularity (T-patterns) is greater in favor of the triadic game with a greater number of reciprocities in its communication.

METHODS

Design

An observational methodology design was selected for the study. It is a relatively recent methodological approach (Anguera and Hernández-Mendo, 2014, 2016) with application to sports and physical education (Fernández et al., 2012; Hernández-Mendo and Planchuelo, 2013). Specifically, a N/P/M design (Blanco-Villaseñor et al., 2003; Anguera et al., 2011) is applied:

(a) Nomothetic (N) because the motor behaviors of different players were recorded;
(b) Punctual (P), because the registered games were raised in a precise moment; and finally,
(c) Multidimensional (M), since different dimensions (observational criteria) constituting the observation tool were taken into account.

Participants

The number of players was 84, consisting of 37 (44%) girls and 47 (56%) boys between 12 and 13 years old (M = 12.5; DT = 1) from two secondary schools in the Canary Islands (Spain). The two institutes were located in different cities and islands. The cities were middle-class urban places. Both the groups and the institutes were selected according to accessibility and intentionality (Anguera et al., 1995). The students played two motor games, distributed in 4 class groups; in each center there were two groups (group A, group B) for each game (game 1: Maze and game 2: Three fields). The first game (maze, modified), in which the three fields cycle between the teams is regulated.

To analyze these games, the motor interactions of the roles were taken as a reference (Table 1). In addition, four indicators were used: roles, group interaction (intragroup, intergroup), communication (emission, reception), and valence (positive and negative; Heider, 1946). All interactions are computed taking into account the vertex or node representing each team (A, B, C) and their corresponding emissions (positive or negative) and receptions (positive or negative), giving rise to three values. In Table 1 and for game 2, the rating (3,3,3) in the "catcher" role as negative emission means that 3 is the value of the negative emission flux of A on the roles of team's B and C, specifically with 1 reception for each catcher, dodger, and savior. And all this happens as intergroup interaction.

"The maze" (modified) has a total of 42 motor interactions (6 positive and 36 negative: 1 to 6, in disequilibrium in favor of rivalry). That is, for each cooperative interaction, six antagonists were found. In contrast, when quantifying the motor interaction in "the three fields" game (modified) relational values decrease to 24 motor interactions (6 positive and 18 negative: 1 to 3, in imbalance in favor of rivalry over solidarity). Therefore, a structural difference between these two games comes from doubting antagonism over cooperation. Consequently, these are two games structures with marked differences.

Observational Record System

For the construction of the registration tool, a previous exploratory study (Pic and Navarro, 2014) was used, detecting which strategic options were most demanded by players. From these options, nesting's on the praxiological core “role” were identified. The valence variable was not included in the registration tool because the behavior implies a positive valence (cooperative behavior), a negative valence (rivalry behavior) or an ambivalent behavior (valence positive and negative behavior).

An "ad-hoc" tool was used (Table 2) to record the behaviors carried out by boys and girls in triad motor games. The categories are exhaustive and mutually exclusive, merging the multidimensionality of the field format and the referent of the category system.

The catcher role (C) is identified because it bears the initiative of the game, and it is observable through effective captures (CA) or pursuit actions (PA), which brings together at least two players involved with negative emissions. Sometimes, (C) tries to defend players who are already prisoners and it is then when (DEF) takes place, while passive was the player who was not involved in the game (P). When it was observed that a player...
belonging to different teams pursued an opponent player, it was considered (ALZAAC), being an ambivalent behavior. Although the previous role had more initiative, the “dodger” role (E) offered a reciprocal response to the catch action (C). In this sense, the dodger (E) will act by dodging on the opponent (EA) but he/she can also flee (HA) or move to free places (DLL). When it is observed that a fellow player intends to interfere in a chase between a catcher and a fleeing player, it was considered (AC). When the action is developed cooperatively between players (ambivalence behaviors) of different teams, it was considered (ALZAE). If a player was caught and did not admit it, this conduct was considered (NR). The prisoner role (P) occurs when a player has been previously captured. If the player is simply standing without facilitating his/her release we say that he/she is not in attention (A), but other times the player facilitates the saving action (CE). The fourth role, liberator (L), tries to save fellow prisoner players (TUFC) but sometimes the release was verified between players of different teams (TUFA).

**Procedure**

The images, video recordings, were taken in the educational centers of each group. In order to have a clear observability of each record (Anguera, 2003) and to have at least two recordings of each sequence, inclusion criteria were used. The consent of the study participants and parents/guardians was obtained. The collection of images was made through long distance recordings, making impossible the recognition of the faces of the players in those images. Although these games are usually longer, the first 3 min of each game carried out by each class group were selected. During each practical experience, the spatial conditions

---

**TABLE 1** Motor interactions of “the maze” game (modified) and “the three fields” (modified), following the indicators “role,” “game group,” “valence,” and “communication.”

<table>
<thead>
<tr>
<th>Game Roles</th>
<th>Game</th>
<th>Roles</th>
<th>Intragroup</th>
<th>Inter group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Emissions</td>
<td>Receptions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>The Maze</td>
<td>Capture</td>
<td>0,0,0</td>
<td>0,0,0</td>
<td>0,0,0</td>
</tr>
<tr>
<td></td>
<td>Dodger</td>
<td>0,0,0</td>
<td>0,0,0</td>
<td>0,0,0</td>
</tr>
<tr>
<td></td>
<td>Prisoner</td>
<td>0,0,0</td>
<td>0,0,0</td>
<td>1,1,1</td>
</tr>
<tr>
<td></td>
<td>Savior</td>
<td>1,1,1</td>
<td>0,0,0</td>
<td>0,0,0</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1,1,1</td>
<td>0,0,0</td>
<td>1,1,1</td>
</tr>
</tbody>
</table>

6 intragroup interactions (6 positive, 0 negative)

In total (A, B, C = 3 positive emissions and 3 positive receptions)

36 intergroup interactions (0 positive and 36 negative)

In total (A, B, C = 18 negative emissions and 18 negative receptions)

Total: 42 motor interactions (6 positive and 36 negative: 1 to 6 in favor of rivalry over solidarity)

<table>
<thead>
<tr>
<th>Game Roles</th>
<th>Game</th>
<th>Roles</th>
<th>Intragroup</th>
<th>Inter group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Emissions</td>
<td>Receptions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>The three fields</td>
<td>Capture</td>
<td>0,0,0</td>
<td>0,0,0</td>
<td>0,0,0</td>
</tr>
<tr>
<td></td>
<td>Dodger</td>
<td>0,0,0</td>
<td>0,0,0</td>
<td>0,0,0</td>
</tr>
<tr>
<td></td>
<td>Prisoner</td>
<td>0,0,0</td>
<td>0,0,0</td>
<td>1,1,1</td>
</tr>
<tr>
<td></td>
<td>Savior</td>
<td>1,1,1</td>
<td>0,0,0</td>
<td>0,0,0</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1,1,1</td>
<td>0,0,0</td>
<td>1,1,1</td>
</tr>
</tbody>
</table>

6 intragroup interactions (6 positive, 0 negative)

In total (A, B, C = 3 positive emissions and 3 positive receptions)

18 intergroup interactions (0 positive and 18 negative)

In total (A, B, C = 9 negative emissions and 9 negative receptions; 0 positive emissions and 0 positive receptions)

Total: 24 motor interactions (6 positive and 18 negative: 1 to 3, in disequilibrium in favor of rivalry over solidarity)
Hernández-Mendo, The follow-up of an observational methodology (Anguera and platform, thus systematizing the recording of motor behaviors properties that attend the two play structures served as an a priori surface.

Liberator (L) TUFA Touches a prisoner (adversary prisoners)
Liberator (L) TUFC Touches a prisoner (fellow prisoners)
Prisioner (P) CE Changes space to make it easier to release
Prisioner (P) A In atention
Dodger (E) NR Does not recognize being caught
Dodger (E) DLL Moves to free places
Dodger (E) AC Helps a fellow escape
Dodger (E) HA Runs away from an opponent
Dodger (E) EA Dodges an opponent
Catcher (C) ALZAAC Alliance with adversary
Catcher (C) P Passivity
Catcher (C) DEF Defends a prisoner
Catcher (C) CA Catches an opponent
Catcher (C) ALZAE Alliance between dodging adversaries
Prisoner (P) A In attention
Prisoner (P) CE Changes space to make it easier to release
Liberator (L) TUFC Touches a prisoner (fellow prisoners)
Liberator (L) TUF Touches a prisoner (adversary prisoners)

were identical, with a play space of 20 × 20 m and a similar surface.

The measurements related to the itineraries of the roles and properties that attend the two play structures served as an a priori platform, thus systematizing the recording of motor behaviors through a system composed of four criteria and 15 categories. The follow-up of an observational methodology (Anguera and Hernández-Mendo, 2014, 2016) allowed us to delve into the scarce knowledge available regarding the behavior of players in the motor triad as a play scenario.

The final records were made by two experts in motor games. Previously, and to construct the recording tool, the observers analyzed images taken from different motor games, but developed under the same structures of the present study, with the purpose of agreeing on the degrees of freedom of the ima
c
d
k

repeating the procedure in the comparison made by both evaluators, obtaining values of 1%. The tools used to complete the data quality were the Generalizability Study GT program, v.2.0E (Ysewijn, 1996), the SAS statistical package (v.9.1.3) and the SPSS program (v.20).

Data Analysis
After transcribing video recording data was analyzed using Theme 6.0. Searching for temporal patterns default search parameters were used, except level of significance was set at 0.005 and minimum occurrences at 2.

RESULTS
The two most complex T-patterns detected for groups 1 and 2 are displayed in Figure 1. The event time plot (top part of figure) illustrates the temporal distribution of transcribed events (the horizontal line representing the observation period and the vertical line occurrence time event types registered). For group 1, 117 different event types were registered, mounting to 278 data points (data rate 0.08). For group 2, 105 different event types were registered, mounting to 305 data points (data rate 0.10). The pattern statistics differed between the two groups. For group 1, 402 different patterns were detected, occurring 833 times. For group 2, 1,466 different patterns were detected, occurring 3,048 times.

The group 1 most complex pattern detected, displayed in Figure 1 (left side), consists of 15 different events, occurring with significantly similar time interval between themselves, on two occasions during the observation period. The pattern duration covers 61% of the observation period. The group 2 most complex pattern detected, displayed in Figure 1 (right side), consists of 18 different events, occurring with significantly similar time interval between themselves, on two occasions during the observation period. The pattern duration covers 89% of the observation period.

In the first game, specifically with group 1 composed of three teams (TR, TG, TB), a pattern tree graph with a greater verticality than in group 2 could be observed. The most dependent relations of group 1 were intragroup and not intergroup. The behavior of the TR team player (b5tr, ca) links its appearance in the game to the player's catch action (b5tg, ca). The TG player (g1tg, a) is imprisoned a prisoner and timely attached to the dodge action (b5tg, ea). The same player (b5tg, ea) is captured and related to the player's catch action (b7tg, ca).

The player of the TG team (g1tg, tu) performs release actions related to fellows that are captured (b7tg, a). Finally, from the pattern tree graph, we find a group of three behaviors that link the release of partners (b6tr, tu) to the existence of fellow prisoners (b5tr, a) and (g1tr, a), similar to the previous case.

In the second group of the same game, the teams (Y, NC, and B) showed through the pattern tree graph more intergroup behaviors with recurrent time dependence than intragroup ones. A prisoner of team Y (b6y, a) with a catcher of team B (b5b, ca). We observed a group of three behaviors of the NC team of the prisoner role in attention (b5nc, a) with displacements to free places (b7nc, dll) and fleeing (b5nc, ha). Also, (b5y, ea) and (b5b, a), like (b6y, tu) with (b7y, ea) and (b5b, ca).
The two most complex T-patterns detected for the groups 3 and 4 are displayed in Figure 2. The event time plot (top part of figure) illustrates the temporal distribution of transcribed events (the horizontal line representing the observation period and the vertical line occurrence time event types registered). For group 3, 25 different event types were registered, mounting to 66 data points (data rate 0.06). For group 4, different event types were registered, mounting to 66 data points (data rate 0.06). The pattern statistics differed between the two groups. For Group 3, 36 different patterns were detected, occurring 73 times. For group 4, 97 different patterns were detected, occurring 97 times.

The group 3 most complex pattern detected, displayed in Figure 2 (left side), consists of 6 different events, occurring with significantly similar time interval between themselves, on two occasions during the observation period. The pattern duration covers 68% of the observation period. The group 4 most complex pattern detected, displayed in Figure 2 (right side), consists of 11 different events, occurring with significantly similar time interval between themselves, on two occasions during the observation period. The pattern duration covers 73% of the observation period.

Group 4 shows a greater time dependence on game behaviors than group 3. In this group, the captive player of the TG team (b6tg, ce) caused captures (b6tr, ca) in the player belonging to the TR team. The two previous behaviors relate to the captures of a player of the TB team (b4tb, ca). Also, the dodging of the player belonging to the team TR (b7tr, ea) caused that same player to fall prisoner (b7tr, a). The two responses above were linked to the TG team reaction (b7tg, a).

The most obvious time recurrences were established with team B players. First, catches of team B (b8b, ca) with releases that another player from the same team performed (b4b, tufc). Also between the player (g1b, a) of the same team and (b7b, ea). Another linkage found corresponded to behaviors within team B and player (b5b, pa) and (b5b, ca). Other relationships that were part of the behavioral cluster, although less remarkable, would be those shown among the last four behaviors mentioned, to cause the identification of the behavior of team O (b5o, a) as a captured player. When team O freed teammates (b7o, tufc), actions were activated on team B to capture (b7b, ca), while prisoners on hold (b6b, a). Finally, the flight behavior of team B (b8b, ha) was activated.
FIGURE 2 | The event time plot (A,B) displays the distribution of registered events over time. Time is on the X-axis and event type number is on the Y-axis. Bottom on the left of the image, the most complex event time plot and T-pattern found in group 3 (C) when playing “the three fields” triadic game (modified). Also, on the right of the image for group 4 (D).

DISCUSSION

A powerful data pattern detection technique was used, Theme 6.0 (Magnusson, 1996, 2000) to address the comparison of two triad structures of motor games to confirm or reject the existence of T-patterns in practice. The detection of T-patterns provides an accurate fusion of motor responses during the game to generate a time cluster with which to solve the triadic complexity; this fusion of motor responses emerged under the same system of roles for both games and it only limited the actions of the action structure of the triad.

The analysis of play structures (Pic and Navarro, 2017) in motor games, taking roles into account (Table 1), anticipated some key elements: (a) smaller relational limitations of structure 1 on structure 2; (b) increase of the antagonistic density of game 1 on game 2; (c) influence of the activation of structural properties in the two triad games and their consequences. This anticipated forecast theoretically requires to be contrasted with the results obtained. Therefore, we next assess the complexity of the T-patterns found in relation to the properties noticed in the structures, and their transformation from game roles to observed behaviors. In this way, advancing in the conciliation between play practice and a previous communication analysis tries to overcome the conjecture. In general, the analysis is based on ecological conditions (Araújo et al., 2006), facilitated by a methodology that allows the registration in natural environments (Anguera and Hernández-Mendo, 2016), and by the inclusion of a time dimension (Magnusson, 1996, 2000), in full harmony with the reality of the triadic events of motor practice (Pic and Navarro, 2017).

Complexity of T-Patterns and Relational Constraints on Triad Structures

One aspect of T-patterns is the complexity of patterns detected. The more structured behavioral phrases of the cluster detected by Theme (Jonsson et al., 2006) confirm the high relational complexity of the players when playing. Specifically, between the two groups practicing the same game the maze (modified) made a total of 1,868 T-patterns composed of 3,881 different behaviors, whereas in “the three fields” (modified) game they only reached 133 T-patterns composed of 170 ludic behaviors. Although it is true that the structural formula of “all against all” facilitated the relational exchange between participants, the motor response is
put open to debate before the context influence (Araújo et al., 2014), subjecting players to comply with what is allowed by the rule within a given structure and under the organization of the role. In view of this structural condition, the results confirmed the existence of T-patterns in both triadic games. However, the time recurrence shown by the pattern tree graphs in the maze game (modified) reveals differences with respect to “the three fields” game (modified), joining the patterns found in other specific contexts (Fernandez et al., 2009; Lapresa et al., 2013a,b; Cavalera et al., 2015).

The origin of these differences refers to the nature of motor interaction (Parlebas, 1981) and to the intensity of antagonism (Heider, 1946; Table 1). In the maze (modified) we found that the space for collaboration was scarce (one collaborative behavior by six antagonists) compared to the three fields (modified), with one collaborative behavior by three antagonists. This extremely antagonistic scenario in the maze game, requires many prisoner releases for the ludic system to be able to adapt (Passos et al., 2016). The facilitation of the capture as a priority objective to win needs more releases than in “the three fields” game (modification). In this sense, it is a less rigid formula and more adaptable to errors and successes of the players. The number of T-patterns reflects this high combinatorial complexity.

The search for T-patterns shared by both games or groups was unsuccessful and calls for an interpretation. Triadic structures are complex relational archetypes, subject to the emergence of written properties in the structure, but knowing these play systems does not guarantee their prediction. The differences between the four groups when playing two game structures showed different T-patterns. Perhaps because of the decision-making ability of the players, or maybe because of the restrictions of Theme to identify T-patterns with the subjects of the study labeled with event occurrences, or due to the vertiginously driven demands for situational adaptations.

Players may in many cases select automatic responses when facing the difficulty of having short time frames to react. On the other hand, it should not be forgotten that players do not have a decisive recipe (Araújo et al., 2014). Therefore, and in this sense, the decision is subject to great variation and, consequently, the groups and structures of the game do not explain by themselves the similarities in the obtained in the pattern tree graphs.

**Triadic T-Patterns and Emerging Properties (Circulation and Reciprocity)**

What keys have been activated in the games studied following the detection of T-Patterns? Reciprocity, when it is antagonistic (mirror-like, e.g., catcher-dodger), is determinant in the triad analysis because it hinders circulation fulfillment. That is to say, it is inversely proportional: to more reciprocity between the sum of existing duels, less circulation in one direction. This property justifies the structural paradox when the relation is fulfilled in a single sense, as happens in "the three fields" (modified). In this sense, it is a property of the circulation network, transformed into a triad constrains (Davids et al., 2008). It is thus that the lack of strategic organization detected by Theme in “the three fields” (modified) is not accidental but causal, and it was more disorganized. In “the maze” there was a greater decisional alternative (Araújo et al., 2006) to address the problems that arose from the game.

If we focus on the salvator role, on it rests essentially the continuity of the game, in a systemic sense, but it affected each group in a different way. In group 1, the TUFC record was identified by THEME as T-pattern. However, group 2 practicing the same game (the maze) was found to be TUF (action to free opponents of the rival team, developed by rescuers). According to this, the need for releases in the maze mentioned in the previous section seems to be reinforced due to the communication structure (Table 1), but also to the specificity of each group, since it was only in the second of them that Theme identified it.

Specifically, in the last relational framework identified by Theme, in the second group of “the maze” game, which indicates that the team would have been in a difficult situation, also supported because the rival team could make effective captures (b5b, ca), is the release of opponents made by the player (b6y, tufa) linked to the player of the same team when performing dodges (b7y, ea). It may be this criticality what leads the teams to partnership with rivals. Based on the above, its positive or negative good value (Heider, 1946) is vital to understand the strategic specificity of each group and the systemic need for liberation for both groups during play.

We have already alluded to a smaller elaboration of the T-patterns in the three fields in front of the game the maze, backed by the number of T-patterns but also by a greater strategic and temporary structuring of the motor action. The collaborations or release actions between players in the first game showed different behaviors regarding the previous game. Release actions among fellow players (TUFC) were only identified in group 4. That is, the lower number of T-patterns identified in the three fields affected the savior role. In group 3, there was no collaboration to make releases between fellow players or opponents, which could indicate a state of normative incomprehension, culturally understandable in the players for a lack of triadic experiences that group 4 put into practice. The property of circulation and its paradoxical effects on the motor decision, could explain the high strategic disorganization identified by THEME in the third triad group. Again, structure and play roles described the pattern of the motor decision, showing the situational demands that were brought by the groups and found by the relevant detection of temporary recurrences in view of previous studies in sports (Jonsson et al., 2006).

In conclusion, T-patterns have solved the underlying complexity of the two different game structures and their groups, beyond the systemic solution, showing how players are temporarily confronted in natural contexts of practice.

**CONCLUSIONS**

This study has demonstrated the advantages of using a technique pattern detection to address the internal complexity of the motor triad. The inclusion of a time dimension has meant an advance.
for the interpretation and analysis of data from ecological contexts, confirming the properties of the ludic structure.

The decisional complexity of the T-Patterns was different in “the maze” and “the three fields” triadic games. It was also reinforced by the number and composition of T-patterns. The relational strategies identified in the four groups were different, since no similarities were found; which confirms the high complexity of each game developed by each group. This high complexity shows a specific variability for each triadic motor game.

**LIMITATIONS**

Among the limitations that accompanied the study, the inclusion of the spatial criterion as a facet of it would be worth mentioning. Similar studies could replicate this research, with different populations and age groups, to have a thorough knowledge about the triadic effects. Performing analysis aimed at detecting the inhibition and activation of particular play behaviors would add an important explanatory value. The theory of motor play needs to put on hold the circle of appreciation and move on to research, in order to know what these and other motor games hide, as exceptional formulas of social interaction.
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Systematic Observation of an Expert Driver’s Gaze Strategy—An On-Road Case Study

Otto Lappi1*, Paavo Rinkkala2 and Jami Pekkanen1,2

1 Cognitive Science, University of Helsinki, Helsinki, Finland, 2 Traffic Research Unit, University of Helsinki, Helsinki, Finland

In this paper we present and qualitatively analyze an expert driver’s gaze behavior in natural driving on a real road, with no specific experimental task or instruction. Previous eye tracking research on naturalistic tasks has revealed recurring patterns of gaze behavior that are surprisingly regular and repeatable. Lappi (2016) identified in the literature seven “qualitative laws of gaze behavior in the wild”: recurring patterns that tend to go together, the more so the more naturalistic the setting, all of them expected in extended sequences of fully naturalistic behavior. However, no study to date has observed all in a single experiment. Here, we wanted to do just that: present observations supporting all the “laws” in a single behavioral sequence by a single subject. We discuss the laws in terms of unresolved issues in driver modeling and open challenges for experimental and theoretical development.

Keywords: naturalistic tasks, observational instruments, eye tracking, fixation classification, gaze coding, eye movements, driving, expertise

INTRODUCTION

This paper takes a slightly unusual, even unorthodox, approach to studying car drivers’ visual behavior. Observations of an extended behavioral sequence of just one highly experienced driver are used as a case study of the rich and varied strategies experienced subjects employ in natural tasks.

Even the apparently simple task of driving down a winding country road involves sophisticated gaze information processing and behavior (at this point wish to take a peek at the Supplementary_Movie_1_full_video.mp4 which we will be analyzing in this observational study). It is only the ease with which humans are able to routinely perform such tasks belies their underlying complexity. This complexity is starkly revealed in artificial intelligence and robotics (e.g., the design of autonomous cars), where real-time interaction with complex 3D environments has turned out to be one of the most daunting tasks for a machine to perform. Much of the complexity is not well revealed, however, by highly simplified laboratory tasks, where a subject is asked to maintain fixation on a “fixation target” or pursue a “pursuit target” (typically small dots or geometrical shapes on a blank background) or search for a “feature conjunction target” among distractors. None of these tasks reveals the dynamic interplay of gaze, action and the spatial world. Yet the active strategies of natural behavior is something we need to understand if we are to understand vision—for if we do not understand how humans actively sample and organize the information available in rich naturalistic stimuli, we do not understand the visual input to the brain (Ahissar and Assa, 2016; Lappi, 2016).
Based on the data available in the literature—collected in different experiments with different tasks and presented from the point of view of different theoretical interests—it can be difficult to get a “feel” for the behavioral patterns. Especially so for researchers who are not themselves involved in eye tracking, and have not accumulated the type of tacit knowledge that comes from working with raw data. There are two main reasons why this is particularly true in eye tracking. One is that the quantitative patterns are still most often given using very coarse aggregate measures such as the horizontal dispersion in “visual search” (e.g., Underwood et al., 2002) or area of interest dwell times aggregated over a “trial” (e.g., Foulsham et al., 2011). This type of aggregate representation tremendously simplifies statistical analyses, but does not reveal the role individual fixations play in the underlying strategies—what information might be gleaned from the fixations, or how they support the on-going behavior. Yet work on natural task gaze strategies has consistently shown that individual fixations focus with high specificity on targets most relevant to the task (Land, 2006; Tatler et al., 2011). This adaptive character of individual fixations is rendered unobservable when the eye movements are not looked at the level of fixations, but instead aggregated into scalar variables such as horizontal gaze direction variability, AOI gaze catch %, fixation counts or saccade counts. The other reason is that qualitative descriptions of “what the participants were looking at” are usually given only verbally, or with the help of a single still image from a gaze video (e.g., Figure 13 in Land, 2006; Figures 4, 5 in Wann and Wilkie, 2004). Neither way of representing the observations is conducive to giving the reader an overall understanding or the dynamical aspects of the phenomenon: how gaze target selection, and more generally gaze-interaction with the complex natural settings, evolve over time.

One of the goals of this study is, therefore, to show the richness of natural gaze behavior in an active real-world task—driving. Driving is in many ways an ideal domain to study real-world locomotion. For one thing, it is easier to instrument a car than a pedestrian for reliable measurement. Also constraining limb actions to steering wheel and pedal movements in itself brings about a useful reduction in degrees of freedom, the road environment is typically more stereotypical and simple in layout than most of our locomotor surroundings. Finally, the driving task can be studied at all levels of expertise from driving school students to professional drivers, with most of the adult population in modern countries potential test subjects somewhere in between.

Driving, and the way we use eye movements to sample the spatial world from behind the wheel, are also often invoked as an important real-world application of models of attention, perception, or memory—at least in introductory vignettes (e.g., Regan and Gray, 2000; Wolfe and Horowitz, 2004). Kowler (2011) in reviewing 25 years of research into “how eye movements cope with real world visual and cognitive demands” identified driving (along with tasks such as reading, and sports) as a core task the understanding of which would reveal much of interest about how the visual system works.

Driver eye movements have been investigated for decades, in both real world driving (e.g., Shinar et al., 1977; Land, 1992; Land and Lee, 1994; Green, 2002; Lappi et al., 2013b; Lehtonen et al., 2014) and driving simulator experiments (e.g., Wilson et al., 2007; Mars, 2008; Mars and Navarro, 2012; Lemonnier et al., 2015). Yet, if we want to understand driver gaze behavior in terms of where people look (the identity of each fixation target) and when (how they sequentially allocate gaze time to multiple parallel targets), then the extensive literature actually presents a somewhat fragmented picture of specific tasks and experimental settings, but no “overall story.” The main goal of this paper is to describe and portray in their natural ecological context strategies that have been revealed in quantitative experimental work. We use prior experimental work to systematize our qualitative analysis: eye movements are fleeting and difficult to pick up and codify through observation with the naked eye. We therefore organize our observations of the gaze behavior of our expert subject by organizing them in terms of seven typically recurring aspects of gaze control in naturalistic tasks—the “seven qualitative laws of gaze behavior in the wild” (Lappi, 2016)—which have been observed severally in a wide variety of tasks, but to date never yet all together.

“Seven Qualitative Laws” of Natural Gaze Behavior in the Wild (and Their Application to Driving)

Eye tracking in naturalistic tasks has begun to reveal recurring patterns of gaze behavior that turn out to be surprisingly regular and repeatable. Based on, and extending, previous reviews (Regan and Gray, 2000; Hayhoe and Ballard, 2005; Land, 2006; Kowler, 2011; Tatler and Land, 2011; Tatler et al., 2011) seven “qualitative laws” of gaze behavior in the wild were identified by Lappi (2016). (L1–L7, Table 1) These “laws” were defined as recurring patterns that tend to go together, the more so the more naturalistic the setting, all of them expected in most extended sequences of fully naturalistic behavior.

However, to date they have been observed singly or a few at a time in tasks as various as making tea (Land et al., 1999), making a sandwich (Hayhoe et al., 2003), drawing from a model (Land, 2006), steering a car (Land, 1992; Land and Lee, 1994; Lappi et al., 2013b) and a number of sports such as tennis (Ripoll and Fleurance, 1988), cricket (Land and McLeod, 2000; Mann et al., 2013), and squash (Hayhoe et al., 2012). That is, no empirical study (or review) to date has exhibited these common recurring patterns in a single task. Thus, to bolster the claim (Lappi, ibid.) that all these patterns would be expected to be present in extended sequences of fully naturalistic behavior we wanted in the present study to present observations of all the “laws” in a single behavioral sequence of a single subject. We use driving as our behavior of choice, following and building on the analysis in Lappi (2014).

We next proceed to describe the observational methodology used in this study. Then, in the Results and Discussion section we analyze the gaze patterns qualitatively, i.e., in terms of how and what they reveal about the seven qualitative laws of gaze behavior in the wild. We close with a discussion of open issues and challenges to existing perceptual-cognitive and
TABLE 1 | General gaze strategies in naturalistic tasks, and how they are manifested in driving.

<table>
<thead>
<tr>
<th>Seven qualitative laws</th>
<th>Examples in driving</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1. Gaze patterns are highly repeatable and stereotypical</td>
<td>The way the driver scans the road surface (i) visual orientation to the curve apex during curve approach and turn-in (sometimes called “tangent point orientation,” Land and Lee, 1994) (ii) optokinetic nystagmus (OKN) elicited during cornering (Authié and Mestre, 2011; Lappi and Lehtonen, 2013; Lappi et al., 2013b; Ikonen et al., 2015).</td>
<td>Stereotypy is found within and between individuals, given task constraints and physical context.</td>
</tr>
<tr>
<td>L2. Gaze is focused on task-relevant objects and locations</td>
<td>Scanning intersections, traffic, potential hazards etc. (e.g., Lemonnier et al., 2015), In curve driving, gaze concentration in a fairly small visual region in the view of the road ahead (some 10° horizontally, 5° vertically) (e.g., Land and Lee, 1994; Lappi et al., 2013b; Lehtonen et al., 2014).</td>
<td>Top-down control, rather than the visually most salient ones repeatedly “capturing” gaze.</td>
</tr>
<tr>
<td>L3. Individual fixations have interpretable functional roles</td>
<td>In the curve driving literature steering models attempt to account for how Guiding Fixations to various “steering points” may produce visual input for different control mechanisms (Land, 1998; Salvucci and Gray, 2004; Boer, 2016; for reviews see Wann and Land, 2000; Lappi, 2014). See also look-ahead fixations (L5) and Results and discussion for their possible role(s).</td>
<td>The roles are not always intuitive. The pattern of gaze can often be surprising to the subject as we are usually relatively unconscious of our eye movements, and cannot report them verbally.</td>
</tr>
<tr>
<td>L4. If possible, targets are fixated “just in time” (Ballard et al., 1999)</td>
<td>In driving, the gaze-to-steering time delay is typically about 1–2 s (Land, 1992; Chattington et al., 2007; Land and Tatler, 2009), and the time headway typically about 2 s (Lappi and Lehtonen, 2013; Lehtonen et al., 2014). Lead time is the delay from gaze shift toward the bend to steering input. Time headway is the path distance from current location to the point of fixation divided by speed. These properties have been used to define operationally guiding fixations in driving (Lappi and Lehtonen, 2013), cf. L3 above.</td>
<td>“Just in time” means the moment they become relevant for guiding the next action, in contrast to than scanning the targets well ahead of time (requires cognitive resources for maintaining information in short-term memory, and carries risk the obsolescence of that memory). Unless a(sub)task requires continuous monitoring/tracking, gaze disengages—i.e., switches to a new target—before (sub)task completion.</td>
</tr>
<tr>
<td>L5. Visual sampling is intermittent</td>
<td>Look-ahead fixations have been identified in approach to a bend (Lappi and Lehtonen, 2013; Lehtonen et al., 2013, 2014, cf. gaze polling in Willkie et al., 2008). Glancing at the instruments can be interpreted as another form of intermittency, i.e., gaze time shared between tasks (Johnson et al., 2014).</td>
<td>In most tasks, we do not “stare” at a single target for a prolonged period of time, but we instead sample the visual world with fixations lasting typically 100–500 ms interspersed by rapid, intermittent, saccades when visual input is degraded and actively suppressed by the visual system (see e.g., Land and Tatler, 2009). Visual information is not available to the brain continuously but as fairly discrete samples.</td>
</tr>
<tr>
<td>L6. Memory is used to (re)orient in 3D space</td>
<td>Long-term memory contribution to driving has been little studied, but Shinoada et al. (2001) show that traffic signs are more reliably noticed when they occur in locations that would be expected by prior knowledge of the traffic system than unexpected locations, Land and Tatler (2001) discuss the visual strategy of an expert racing driver in terms of a rich memory representation of the lap, and the possibility of orienting gaze, head and the vehicle in a way that takes into account road geometry beyond the range currently in view.</td>
<td>This can be done even to targets currently outside the field of view, implying trans-saccadic spatial memory (Tatler and Land, 2011). Also the fact that there are few fixations to irrelevant objects (i.e., visual search) implies stable contextual representation of where the task–relevant objects and locations are in 3D space (cf. e.g., Land et al., 1999).</td>
</tr>
<tr>
<td>L7. Gaze control is always part of “embodied” eye/head/body/locomotor control</td>
<td>On the one hand, gaze shifts are achieved by rotating not only the eyes but also rotating and translating the head and the body. On the other hand, head and body movements in space are compensated for by gaze–stabilizing eye and head rotations. For the brain, scanning and fixating targets and changing one’s point of vantage are not necessarily separate “modular” tasks where the total output (gaze) would be a linear sum of separate locomotor, head and oculomotor systems (see discussion in Steinman, 1988; Collewijn et al., 1992; Lappi, 2016).</td>
<td>One shortcoming of visual steering models as interpretations of fixation behavior (L3) is that they only formalize the steering response as a function of visual information that is assumed to be available through appropriately coordinated gaze behavior (Donges, 1978; Salvucci and Gray, 2004). I.e., they do not discuss how fixation behavior itself is organized as part of a general gaze-steering strategy (but see Land, 1992; Land and Furneaux, 1997).</td>
</tr>
</tbody>
</table>

1 This intermittency formulation is more general than the guiding fixations/look-ahead fixations formulation in Lappi (2014) and Lappi (2016). Guiding fixations and look-ahead fixations are defined in terms of visual requirements of different phases of a single “task”. Sharing gaze time on the other hand happens “between tasks”. But that definition presupposes an a priori definition of task structure, which in naturalistic tasks is not trivial. In driving, say, the subject is operating the vehicle to be understood as one task, and monitoring traffic (via mirrors) another task (gaze time sharing between tasks)? Or should mirror-checking be interpreted as preparation for subtasks, such as a lane change (GF/LAF within a task)? Or is even interleaving guiding and look-ahead fixations in curve negotiation to be understood as sharing gaze time between control and anticipation tasks? The distinction seems more semantic than substantial, at least unless a highly rigorously specified task model is available.
control theoretical driver models arising from observing real-world behavior in context.

**METHODS**

**Participant**

The subject was a 43 year old male licensed driving school instructor with 25 years of driving experience and 18 years of experience in professional driver education. He was recruited by personal contact. He had normal uncorrected vision and a valid driver's license. He reported no medical conditions that might affect eye movements.

**Ethics Statement**

This study was carried out in accordance with the recommendations of Finnish Advisory Board on Research Integrity. The protocol was approved by the ethics committee of the Faculty of Behavioral Sciences, University of Helsinki. Written informed consent in accordance with the Declaration of Helsinki was obtained from the participant. This was done in the form of a fixed-format consent form explaining the purpose of the study, the procedure, and intended use of the data (publication of anonymous data for scientific purposes). A paper copy of the consent form was archived.

**Test Site, Equipment and Procedure**

The test road (Velskolantie, Espoo: N 60.273951, E 24.654733) was a 5.13 km low-standard two-lane rural road (5.5 m pavement width, painted edge lines) with low traffic density. The test vehicle was a MY 2001 Porsche Typ986 3.2 (trade name “Boxster S”) with a manual transmission (Dr. Ing. h.c. Ferdinand Porsche AG, Stuttgart, Germany). The car was not familiar to the driver, but as he was an expert with a wide experience of operating different vehicles he displayed no apparent difficulty with the controls, adapting immediately. The eye tracker was a Pupil Labs Binocular 120 (Pupil Labs UG haftungsbeschränkt, Berlin, Germany). The headset has a forward-looking world camera with an approximately 100° (horizontal) by 56 degrees (vertical) field of view, and two eye cameras. The sampling rate for the eye cameras was set to 30 Hz. The Pupil software with in-house custom code ran on an ASUS Zenbook UX303LB 2.4 GHz, with Linux Debian 4.2.6. and kernel 4.2.0. A custom built headband was used to secure the headset more firmly.

Upon arriving at the test site, the participant was briefed on the procedure, after which he filled the informed consent form. The driver was shown the test route on a map, and explained that the instruction was simply to drive the route “as they normally would.” After adjusting the driving position, the eye-tracker was calibrated, and the calibration accuracy was immediately checked by the same 15-point procedure (see below). The researcher operating the eye tracker (PR) in the passenger seat gave instructions at crossroads leading to and from the test route proper. There were no intersections or crossroads on the test route. The road was run in both south-north and north-south directions. A post-calibration was then performed allowing us to determine calibration accuracy and also to improve it offline in post-processing.

**Eye Tracker Calibration**

The eye tracker was calibrated using 15 points in the visual field (Figure 1). Note that rather than presenting targets at 15 physical locations, a single target (about 5 m in front of the vehicle) was used, and the participant was asked to adopt different head poses, moving the target to different parts of the (head-referenced) visual field. Extensive pilot testing was done to arrive at a protocol whereby the instructions are clear and natural to the participants and they can follow them in an efficient and
repeatable way. While this method does not give us complete control of the positioning of the target locations in the field of view, it nevertheless has a number of advantages. From a practical point of view, it does not require a large and cumbersome 15-point calibration frame to be transported—a single target on a tripod suffices. Second, the target can be placed at a large distance (rather than, say, on the vehicle bonnet or even at an arm’s length inside the cockpit), thereby reducing parallax error.

Post-processing
In post-processing camera lens distortion was corrected using OpenCV v.2.4.9.1. CV2 undistort tool. Calibration stability was checked manually, and where it was deemed bumpy or headset movement had shifted the calibration, it was adjusted manually. These adjustments were small, and mainly to the vertical coordinate. Time stamp (ts) of each frame based on Unix time stamp was burned into the video. This produced the final gaze-overlay video for analysis.

The video was inspected visually in slow motion for recurring typical fixation patterns, and an iterative method was used to arrive at a codification of gaze targets with the following desiderata: (i) It should be as free as possible from any specific theoretical or functional interpretation, that is, it should not be confined to any specific theoretical point of view in the literature on driver eye movements but accommodate all, (ii) the classification should allow for a reasonably unambiguous classification of all fixations in the video, (iii) the classification should give a good balance between categorizing all fixations in an informative way, but with as few categories as possible. (iv) the fixation classes should be mutually exclusive, that is, each fixation should be categorizable into one and only one class. This classification was the basis for our General Observations that are intended to characterize the overall pattern in the present gaze data (presented in Section General observations).

After this initial rough classification was in place, a more detailed analysis of episodes most relevant to the core task of steering the vehicle was done. Specific bends were selected on the basis that they should contain sufficient variability and detail to allow meaningful discussion of “the seven qualitative laws of gaze behavior in the wild” (see Section Introduction). The selected episodes were annotated, marking the beginning and end point of a fixative classification of each fixation using a custom video annotation tool (https://github.com/jampekka/scvideonau). The rule used was that for a sequence of gaze positions to qualify as a fixation, gaze should remain stable at a fixed position or a fixed target object or location for a minimum of three frames (~90 ms). This putative classification was then discussed and refined in debriefing sessions within the research group to come up with a final classification. Episode videos were then prepared that display the annotations overlaid on the video (Supplementary Movies 2–5), serving as basis for more detailed illustrations of the more general “the seven qualitative laws” [presented in Section Detailed description of selected episodes (illustrations of the “qualitative laws”)].

RESULTS AND DISCUSSION
We find it first useful to show the entire gaze video to give the reader a “feel” of the dynamical characteristics of gaze behavior on the road (rather than just individual frames and descriptions of the spatial fixations locations, or time series gaze data without the physical context). The full video is given as supplement (Supplementary_Movie_1_full_video.mp4). Observing this video will give the reader an idea of the richness and complexity of natural behavior even in a fairly controlled setting with little traffic, no intersections, no expansive vistas etc. The reader familiar with, say, the driver modeling literature and eye tracking experiments can from here get a feel for the gaps in present experimental work and models, which may hopefully inspire development of future experiments and models.

However, eye movements are fleeting and because we have poor conscious access to our own eye movement behavior it may be difficult to develop intuitions and identify the patterns through untutored observation with the naked eye. Here prior experimental work and models can, conversely, be useful in providing a framework for interpreting the observed behaviors, rendering “observable” behaviors that could otherwise be easily missed.

We will first present general observations about the overall pattern of how the driver scans the scene (in terms of a rough fixation classification), on the entire behavioral sequence. In the next section we will look in more detail at some “episodes,” behavioral subsequences, which we consider to reveal interesting phenomena when looked at in light of the seven “qualitative laws.” In both cases we present still images as figures, and verbal descriptions in the main text, to give the reader anchoring points and communicate our interpretations. But we urge the reader to consult the videos given as Supplementary Material.

General Observations
The first and perhaps most striking features are the high frequency of gaze shifts (gaze lability) and the amount of head movements. These are the features most people almost immediately and unprompted have remarked on when they have seen the video, as we are usually not aware of this lability of our eyes, and the frame in which they are supported (the head). This is because when the head and eye rotation are actively controlled, the perceptual system knows the motor command send to the eye/head system (effference copy), and can predict and thereby take into account sensor motion in creating a stable percept and maintaining orientation (for discussion see Angelaki and Hess, 2005; Burr and Morrone, 2012; Ahissar and Assa, 2016).

It is clear from the video that our driver never “stares” at any particular location or object for any extended period of time. Instead, the entire scene is scanned all the time with the rapid saccade–fixate–saccade pattern characteristic of visual (and) manual exploration. Remember that the participant is a driving school instructor: this behavior is consistent with the instruction given in Finnish driving schools to continually “rotate the gaze.” Figure 2 gives an overview of the “scanning pattern.”

The fixations could be partitioned into different categories in a number of ways. One rather natural classification scheme is given
in Table 2 (cf. Figure 2). We use this classification to organize our general observations (G1–G7) of how each of the seven target classes figure in the overall scanning pattern.

**G1 The Driver Tends to Keep His Eyes on the (Far) Road, Unless Other Relevant Targets Present Themselves, and Always Quickly Returns to It**

After scanning for other targets, gaze always returns to the road ahead. From inspecting the video it is clear that in terms of dwell time the “far” road would be the predominant gaze category. Note that the gaze almost exclusively seeks out the “far” road region, as opposed to the road immediately in front of the car. This is consistent with the two-level/two point control models (Donges, 1978; Land, 1998; Salvucci and Gray, 2004; Boer, 2016) that are based on the assumption that experienced drivers use gaze to obtain visual preview of road geometry used for anticipatory control (matching the predictable road curvature), as opposed to near road information for compensatory control (maintaining lane position against unpredictable perturbations). That there are very few fixations to the near road does not mean by any means that the driver would not be using visual information for stabilizing control, though. Indeed, it has been shown an experienced driver can monitor near road information

### Table 2 | Overall fixation target classification and general observations (G1–G7) about the video.

<table>
<thead>
<tr>
<th>Fixation target class</th>
<th>General observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>The (Far) Road</td>
<td>G1. The driver tends to keep his eyes on the (far) road, unless other relevant targets present themselves, and always quickly returns to it.</td>
</tr>
<tr>
<td>Instruments and Mirrors</td>
<td>G2. Instruments and mirrors are checked regularly.</td>
</tr>
<tr>
<td>Road users (traffic)</td>
<td>G3. Other road users in view are monitored, often with repeated fixations.</td>
</tr>
<tr>
<td>Intersections (side roads)</td>
<td>G4. Side road intersections are usually checked with a sideways glance.</td>
</tr>
<tr>
<td>Road Signs</td>
<td>G5. Most road signs are checked with a sideways glance.</td>
</tr>
<tr>
<td>(Other) Road Furniture</td>
<td>G6. Other road furniture is occasionally checked with a sideways glance.</td>
</tr>
<tr>
<td>Scenery</td>
<td>G7. “Scenery” not otherwise specified is rarely fixated.</td>
</tr>
</tbody>
</table>
peripherally (Summala et al., 1996), freeing the experienced driver to allocate more attention and overt gaze to the far road region than a novice (cf. Mourant and Rockwell, 1972; Lehtonen et al., 2014).

Of course, this behavior is also consistent with driving instruction frequently exhorting beginning drivers to try to look far enough ahead. But how far is far? There is no specific distance or time distance in the literature that would define “far” vs. “near” road. Typically, time headway to the “far” region in bends assumed to be about 1–2 s (cf. Lehtonen et al., 2014), which fits well with modeling literature as well (Boer, 2016).

In bends, it is conventional to use the lane edge tangent point (TP) as the point for segregating “near” and “far” road space (Land, 1998; Salvucci and Gray, 2004; Lappi, 2014). This is the point on the inside of the curve at which the visual orientation of the lane edge reverses its direction in the driver’s visual field (Figures 2B,C). Note that the TP is a travel point (i.e., a point that moves with the observer in the 3D scene frame of reference, even though it may sometimes remain stationary in the observer’s egocentric frame). Actual distance and time distance to the TP in the 3D world is therefore variable, and how far is “far” thus depends on curve geometry (time distance also depends on driving speed).

Observe the video, we can see that in simple bends the TP and Occlusion Point (OP) together with the lane edge opposite to TP create a Far Road “triangle” (Figures 2B,C). For a good portion of the time, this gives as good qualitative characterization of where we look when “we look where we are going” on the road.1 The Occlusion Point (OP) is the point furthermore part of the road to which a continuous, unobstructed preview of a possible trajectory (future path) is visible (Lappi et al., 2013a), i.e., the point where “the road disappears from view.” Like the TP, OP also is a travel point; it moves ahead as the observer travels along the road and does not follow the local optic flow (Figure 3: clear illustrations are e.g., 17:28:16.79–17:20:28.15 and 17:30:40.29–17:30:46.02).

G2 Instruments and Mirrors Are Checked Regularly
The driver’s visual field does not only cover the external 3D roadway, of course, but also relevant targets in the vehicle frame. These include the instrument panel (speedometer, tachometer) and mirrors (rear view and side mirrors). These are scanned predominantly (but not exclusively) on straights (e.g., 17:30:46.02–17:31:06.26; 17:27:57.13–17:28:02.61), presumably because there is less task load than in curves (Tsimplioni and Green, 2001), and less need for visually monitoring the road ahead. Stabilizing steering control requires little overt gaze, and the much longer time headways to visual occlusion means that there is much less time pressure for spotting hazards.

G3 Other Road Users in View Are Monitored, Often with Repeated Fixations
Oncoming vehicles, or pedestrians/bicyclists coming the other way and being overtaken are monitored by fixations. (e.g., 17:22:09–17:22:16.53; 17:29:06.83–17:29:10.96 [cars emerging from blind bends]; 17:32:57.75–17:33:05.49 [coming up on two bicyclists simultaneously]).

G4 Side Road Intersections Are Usually Checked with a Sideways Glance
Whenever there is a side road or a road from a yard that intersects the road, the driver tends to scan it with a fixation or often multiple fixations (e.g., ts 17:20:34.56–17:20:40.79 [side roads on both sides of a straight]; ts 17:22:08.55–17:22:09.02 [sidewalk glance to a side road on the left side of a right hand bend]).

G5 Most Road Signs Are Checked with a Sideways Glance
Road signs are fixated—even from quite impressive distances. These include road signs proper (speed limit signs poor road surface and bends caution signs, stop sign), as well as street name and navigational instruction signs (e.g., 17:20:17.47–17:20:21.52 [speed limits, bends]; 17:20:25.48–17:20:28.40 [bumpy road]; 17:34:08.52–17:34:25.72 [multiple]).

G6 Other Road Furniture Is Occasionally Checked with a Sideways Glance
Post boxes and other mid-sized objects near the road are occasionally “checked out” (e.g., ts 17:24:37.57–17:24:38.45). Here the driver is likely using high-spatial-resolution foveal vision for detailed analysis and object recognition of a target already localized and individuated as distinct from the ambient background using peripheral vision.

G7 “Scenery” Not Otherwise Specified Is Rarely Fixated
There are actually very few fixations at “scenery” not covered in the above categories. This is in itself important. The absence of any significant number of fixations on the general scenery, that is, the concentration of gaze on specific target and the apparent absence of any visual search in itself indicates that peripheral visual information is used in a very efficient way to guide the gaze at the relevant locations with high accuracy and reliability. Note that we therefore prefer to use the terms visual exploration or scanning rather than visual search, see further discussion below.

In sum, the general pattern of gaze coordination is the following: First, the default gaze mode is “eyes on the road,” or “looking where you are going.” Second, glances elsewhere are performed when a specific relevant target to look at has been identified (also, there must be “spare capacity” to allocate gaze time to non-steering related targets).
FIGURE 3 | Schematic illustration of how a bend “opens up” as the Occlusion Point travels up the road (and horizontally in the visual field), revealing more of the road. (A) Left hand bend. Top panel: approaching. Bottom panel: turning in. (B) Right hand bend. Top panel: approaching. Bottom panel: turning in. The Occlusion Point (like the tangent point) is a travel point, not a fixed 3D location in the scene. Travel point motion in the visual field (indicated by the white arrows) does not match the optic flow (indicated by the black block arrows). Fixating a travel point may be a tracking fixation, achieved with a pursuit movement. The same is clearly true also for tracking stationary fixed 3D scene objects or locations, but here the tracking will match optic flow. OP, Occlusion Point; TP, Tangent Point.

Detailed Description of Selected Episodes (Illustrations of the “Qualitative Laws”) We next illustrate “the seven qualitative laws” by selecting specific episodes from the extended behavioral sequence for more detailed fixation-by-fixation observation. To recap, the “laws” are:

L1. Gaze patterns are highly repeatable and stereotypical.
L2. Gaze is focused on task-relevant object and locations.
L3. Individual fixations have interpretable functional roles.
L4. If possible, targets are fixated “just in time.”
L5. Visual sampling is intermittent.
L6. Memory is used to (re)orient in 3D.
L7. Gaze control is always part of “embodied” eye/head/body/locomotor control.

We will go through them in order, pointing out in each case relevant observations in the present data, open issues in the experimental modeling literature and deeper theoretical connections among the laws that may be non-obvious.

L1 Repeatable and Stereotypical Gaze Patterns With a case study approach cannot tell from the data alone whether any stereotypy observed is idiosyncratic to the participant. But when we find repeatable patterns that are reported in the literature we can consider them general.

Scanning the Far Road in bends. Perhaps the most robust coordination pattern is the fairly systematic scanning of the Far road (Figures 2, 4) in bends. As the Occlusion Point travels up the road, revealing more of the scene behind (Figure 3), the gaze seeks out the road surface/inside road edge emerging into view.

This orientation toward the inside edge of an upcoming bend (the apex region) is sometimes called “tangent point orientation.” But when one observes the actual scan pattern, it should clear there is much more complexity involved than the driver aiming to stabilize gaze on a single point. What does the full picture of scanning the far road in bends look like, then? TP orientation occurs, especially in the approach and entering phases of the bend (Land and Lee, 1994), but there are also fixations to lane edges further ahead, beyond the tangent point, and to the road surface in the Far Zone region. These guiding fixations (GF) are interspersed by saccades to make look-ahead fixations (LAFs) further into the bend and beyond. When the view up the road is occluded, as is the case on this road which runs through woods, some of these LAFs reach the OP (see Figure 4), but not all. As the driver enters the bend, fixations of the TP and the inside lane edge beyond the tangent point, and
fixations to the road surface in the Far Zone, mainly beyond the tangent point continue, interspersed by LAFs further up the road.

Because of this rich pattern and multiplicity of gaze targets, it is better to reserve the term tangent point orientation to fixations at or very near (within 3° of) the tangent point itself, performed at the very end of the approach and beginning of the entry (i.e., straddling the turn-in). This is according to the definition in the original Land and Lee (1994) study. As a methodological side comment, note that because of the visual projection of road geometry into the forward-looking visual field can bring these points very near to one another, making the definite determination of the actual gaze target of many individual fixations difficult, and traditional AOI methods unreliable (Lappi et al., 2013a; Lappi, 2014). But while in many individual cases the classification of a given single fixation could be ambiguous bases on instantaneous gaze position alone, the overall pattern of multiple gaze targets in the Far Zone is clear.

In the general case, due to the highly dynamic character of the way the road surface presents itself in the visual field (Figure 4), Far road fixations cannot be separated from LAFs other theories, and the empirical picture is clearly more complex, this sort of terminological conflation is to be avoided.

---

**FIGURE 4 | Labeling of fixations at “the road ahead” in curve driving.** NB. These underlying road images are the insets from Figures 2B,C. Far Road (blue) is defined as driver’s own lane beyond the tangent point distance. Near Road (green) extends from in front of the vehicle to the tangent point level. (1) Path (near), (2) Path (far), (3) Path (look-ahead), (4) Occlusion Point (look-ahead), (5) Path Edge (tangent point), (6) Path Edge, and (7) Road Edge (tangent point).
by any hard-set distance or gaze angle criterion. Instead, we propose that LAFs should be defined by the following return saccade. That is, in a LAF a fixation on the TP/far road/road edge is followed by a saccade further up the road (but not necessarily all the way to the OP), and a return saccade back to the road surface/lane edge closer to the vehicle (i.e., gaze polling, Wilkie et al., 2008). This “zig-zagging” pattern is very evident in most bends—for example the right hand bend in the beginning of Supplementary_Movie_2_17_21_31_rl.mp4 and the left hand bend in Supplementary_Movie_3_17_23_48_l.mp4—and we have seen it to occur more or less frequently in the raw data of every driver we have ever tested in our previous studies.

L2 Gaze Focused on Task-Relevant Object and Locations

Although, the scanning patterns in driving are sometimes called “search” (primarily when complex situations call for identification and interpretation of multiple potential hazards e.g., Underwood et al., 2003; Wolfe and Horowitz, 2004), for the analysis of the core cognitive requirements of driving (high-speed vehicle control) we prefer the term scanning or visual exploration, as there is hardly any evidence of visual search proper—at least not in the way the term is used in experimental psychology. In visual search paradigms eye movements are used to look for a target among distractors, where the target is masked by the clutter and there is hence substantial uncertainty over target location (as in a typical Feature Integration Theory paradigm search matrix, or a Where's Waldo? image). The way the fixations appear to immediately find specific targets even at quite impressive distances (the road, other road users, traffic signs, see e.g., fixations to the three traffic signs in Supplementary_Movie_2_17_21_31_rl.mp4) suggests this is not the case in driving, as in fact we see very few fixations to “scenery” (general observation G7).

Interruption combined with a high concentration of gaze on relevant targets (lack of search) implies efficient peripheral vision processes for target identification and saccade planning. Here we should bear in mind, though, that the participant is an expert driving school instructor, for whom traffic signs, for example, are highly relevant in terms of carrying out in-car instruction. Thus, he might have superior parallel covert “search” strategies compared to more typical drivers. Whether traffic signs are as “salient” to everyday drivers in terms of being able to spot them from distance with peripheral vision and “attracting” gaze) is not clear.

L3 Interpretable Functional Roles for Individual Fixations

Let us return to the far road fixation targets in curve driving. How can the individual fixations in the scanning pattern be interpreted? This is an important question, because the reason most eye movement research focuses on fixation behavior is that fixation is considered functionally as the “window” when new visual information is available to the brain, punctuated by saccades during which relatively little information is received, and analysing where and when fixations are made is taken as a road to inferring underlying cognitive processes. We would like to point out here that for a moving observer, a fixation tracking a fixed target in the scene—and most travel points as well—is, from an oculumotor point of view, a pursuit movement (see discussion in Lappi, 2016).

In very broad terms, far road fixations can be considered simply “looking where you are going.” But interpreting this strategy—why we should look where we are going in the first place—needs to take place in terms of how the brain processes the information gleaned from the fixation(s), and uses it real-time control of gaze and locomotion. Overt behavior (gaze position) does not uniquely specify the information that might be gleaned, and many interpretations for the (guiding) far road fixations have been put forward (for review see Wann and Land, 2000; Land and Tatler, 2009; Lappi, 2014). A detailed discussion of all the different interpretations, and their underlying theoretical motivations and commitments, are beyond scope of this paper. References to key papers are given in Table 3. The fixation classification scheme (Table 3, Figure 4) is intended to be compatible with any and all theoretical interpretations, i.e., not committed to any particular theoretical viewpoint or interpretation.

Far Path targets (Table 3, class 2) are postulated in several steering models to be steering points, as is the tangent point (class 5). (While the travel points and waypoints on the path would instantaneously occupy the same location, they will generally move in different directions in the visual field, cf. Figure 3, they will be useful for quite different steering strategies, see (Lappi, 2014) for detailed discussion). Look-ahead fixations (classes 3, 4), LAFs on the other hand are considered to be different from such guiding fixations, because the tight gaze-steering coordination needs to be uncoupled during a LAF. They may nevertheless support higher-level trajectory planning (see L6, below). Note that we have used the term Path Edge (classes 5 and 6), which we define as those parts of the lane edges, in the Far region, which at any particular moment in time constrain available paths. (We reserve the term lane edge for the entire edges of the driver’s own lane, extending beyond these “path edge” regions—even beyond the current field of view ahead and behind the vehicle). Road edge (classes 5 & 7) refer to the edge of the opposing lane.

L4 Targets Fixed “Just in Time”

Driving is a self-paced task in that the driver has a choice in the speed s/he wishes to travel at. However, once a speed is chosen the targets emerge at a given pace and obsolescence rate (cf. Senders et al., 1967; Kujala et al., 2015). This places a high importance on the accurate timing of fixations and saccades.

At an aggregate level this temporal coordination is reflected in a robust ca. 1 s gaze-action delay. Chattington et al. (2007) report gaze lead time (peak of gaze-steering cross correlation) of 0.98 s for 60 s epochs. We have observed similar cross correlations on the same road as used in this study for seven participants (unpublished data from Lappi et al., 2013a).

---

3When the curve geometry and speed are fixed, such criteria can be used to operationally define LAFs in that particular physical context (e.g., Lappi and Lehtonen, 2013; Lehtonen et al., 2014).
Looking “where you are going” is interspersed with fixations in the way, e.g., manual exploration. This is clear for example in the blind hand bend in Supplementary_Movie_4_17_30_39_r.mp4. However, given that the TP region is frequently fixated several times in anticipation (not just “just in time”), and that other locations in the Far Road Triangle are fixated in curve negotiation, the full picture of how fixation timing and locomotor action timing are related remains unresolved (cf. the next point).

The just-in-time strategy also implies the visual system needs to be able to recover either from peripheral visual information or from memory where the need-to-know information is at any moment in time. Cf. discussion of lack of search above (L2) and the role of memory below (L6).

### L5 Intermittent Sampling

We remind the reader of the general observation that our driver never “stares” at any particular location or object for any extended period of time. Scanning the scene with the rapid saccade–fixate–saccade pattern happens all the time. That is, the overall pattern gives the intermittent “feel” that is characteristic of visual exploration (and exploratory behavior in other modalities, e.g., manual exploration).

Intermittency is clear for example in Supplementary_Movie_5_17_30_55_1r.mp4 in the way looking “where you are going” is interspersed with fixations to a traffic sign and other road furniture, an intersection on the right, and the side mirror. Also in the right hand bend in the beginning of Supplementary_Movie_2_17_21_31_r.mp4 where the fixations in the Far Road region are interspersed by look-ahead fixations and sideways glances at a traffic sign. What are the implications of such a sampling pattern for control and cognitive processing?

Visual steering control models in psychology (for a review see Lappi, 2014) and driver models in vehicle dynamics engineering (for a review see Macadam, 2003) generally do not address this intermittency in visual input (but see Johns and Cole, 2015 for discussion and one of few experimental studies investigating the effects of intermittency of visual input to steering control; cf. “active gaze” approach in artificial intelligence and mobile robotics, Ballard, 1991; Fermüller and Aloimonos, 1995). Rather, the current state-of-art approaches in sensing and control are typically “reactive” systems, i.e., the system passively receives continuous input and produces output control signals in response. In contrast, in psychology and cognitive science it’s well established—and apparent also in the present data—that in active dynamic tasks humans “proactively” sample visual information as needed, leading to input that is intermittent, and determined by the active observer (e.g., via eye movements) rather than imposed by the environment as a “forcing function.” This allows humans to transcend their relatively slow information processing and limited sensory resolution to achieve impressively high aptitude in high-speed steering control (in driving and other domains).

On the other hand given that some relevant visual information may be available not continuously but as discrete fixations, critical action decisions may only be doable at certain points in time, or at least there are likely to be limited optimal “windows” for timing.
locomotor action initiation relative to oculomotor actions. This issue has been studied in e.g., sports psychology in the literature on the quiet eye phenomenon (Vickers, 2016); but so far it has not been studied in the driving domain, nor modeled in driving models, beyond the above mentioned general 1 s lead time (cross correlation) between “apex orientation” and steering.

L6 Memory Used to (re)Orient in 3D

Memory processes cannot be readily “read off” from gaze behavior in our locomotor task—especially given that the route was only driven once (observing change in gaze behavior over multiple runs would be more informative of memory processes, as would analysis of landmark use in familiar surroundings, cf. Spiers and Maguire, 2007, 2008). Also note that the fact that in the present data even first fixations on a target are achieved without search, based on peripheral information (cf. discussion on L2, e.g., traffic signs) means that fixation-without-search in highly familiar surroundings (such as one’s kitchen; Tatler and Land, 2011) cannot be interpreted as proof of memory use. Also the just-in-time fixation strategy (L4) emphasizes the online nature of eye-hand-body coordination and “letting the world be its own model” (cf. Brooks, 1991)—as opposed to maintaining information in memory (which requires cognitive resources and faces the problem of that information becoming obsolete).

On the other hand memory and intermittency (L5) are deeply connected at a theoretical level, because it is to a large extent intermittency that makes memory (as opposed to pure online control) powerful. Anticipation allows humans to transcend their relatively slow information processing and limited sensory resolution. Modern cognitive theories of skilled action are predicated on the hypothesis that humans make predictions of the immediate future, choose actions on the basis of these predictions (for reviews of this predictive approach to anticipation and control, see e.g., Bubic et al., 2010; Henderson, 2017; for a critique of predictive control and defense of anticipation from merely prospective control see Zhao and Warren, 2015).

The relevant memory processes would be navigational long-term memory—an area of intense active research in the cognitive and computational neurosciences (Spiers and Barry, 2015). Integrating this literature to the theory of skilled driving would significantly advance out understanding of the driving task, and the role of these representations in real-world tasks generally.

Here we suggest one of the roles of look-ahead fixations—justifying the strategy of taking gaze time away from imminent needs of the primary control task—is to maintain and update this trans-saccadic memory of scene layout. That is, LAFS are relevant for steering (with a substantially higher delay than the 1 s for guiding fixations)—both for selection of, or parameter setting for, motor plans (updating “inverse models” in control theoretical terms), and creating a richer internal (forward) model of the state of the environment and the prediction of likely effects of action.

Precisely what kind of trans-saccadic memory underlies spatial orientation, and maintains our coherent experience of space (cf. Land and Furneaux, 1997; Tatler and Land, 2011; Burr and Morrone, 2012; Spiers and Barry, 2015) is an important but underappreciated issue in understanding (expert) driver behavior.

L7 Gaze Control Part of “Embodied” Eye/Head/Body/Locomotor Control

One of the first remarks a number of people have made upon viewing the video (Supplementary_Movie_1_full_video.mp4) is expressing surprise at how much the participant’s head moves. We experience the world as stable, even when the platform from which we observe it is not static. To achieve this visual stability in mobile contexts the brain must be able to take into account, in very sophisticated ways, both controlled (active, predictable) head movement and (passive, unpredictable) perturbations (Angelaki and Hess, 2005; Tatler and Land, 2011; Lappi, 2016).

Compensatory eye movements (vestibulo-ocular and optokinetic responses) and compensatory head movement stabilize gaze stable against unpredictable perturbations. Eye-head coordination is, on the other hand, guided by top-down attentional processes when target motion is predictable. A target moving in the visual field is tracked (pursuit) and large gaze shifts (saccade) achieved in part by synergistically turning the head, not just rotating the eyes in their sockets.

Synergistic eye/head gaze shifts are most apparent in fixations to the side mirrors. Pursuit of roadside objects, on the other hand, is usually done with eyes only, even for high eccentricities. In contrast, pursuit of OP is accompanied by head rotation anticipating vehicle rotation—even though the eccentricity is small, the gaze rotation anticipating or guiding locomotor rotation seems to recruit also head rotation, suggesting it is not only stimulus eccentricity but also stimulus relevance to ongoing motor action that is important in eye–head coordination. Even saccades and eccentric pursuit of non-locomotor targets can be done without a substantial head component (i.e., the head is kept aligned with locomotor path, side roads are checked with a sideways glance, for example), whereas orienting to the locomotor path (presumably for preview guidance information) involves a substantial head component—even when the eccentricity of the locomotor target is small. That is to say: the head is tightly coupled to steering-related “guidance” but less tightly coupled from non-steering related “scanning”—the head/gaze coupling is also intermittent.

GENERAL DISCUSSION

In this paper we present and analyse qualitatively an extended observational sequence where we have measured an expert driver’s gaze behavior while driving on a real road with no experimental instruction. With this naturalistic task setting we hope to elicit typical behaviors this expert would use to cope with the complexity and ambiguity inherent in the real-world task of driving—within the limitations to the “naturalness” inherent in using an instrumented vehicle approach. This goal is heuristic4: to identify patterns one can “see” in naturalistic settings, but have not yet been codified in experimental procedures and quantitative contexts.

4In the traditional philosophical rather than the computer science sense of the word: organized, systematic activity aiming at empirical discovery rather than empirical justification (e.g., Lakatos, 1980).
Naturalistic (observational) and controlled (experimental) work should complement one another. On the one hand, controlled experiments run the risk of becoming too far abstracted away from the task constraints and behavioral strategies and patterns that actually make up the behavior of interest in the real world. Without real world observations complementing laboratory results, this may go unnoticed! Observing visual strategies in naturalistic real-world tasks can therefore provide important ecological validation to the design and results of lab experiments, or suggest ways to make laboratory designs more representative of real-world task settings. On the other hand, simply making notes of “where people look” does not produce good science. Using quantitative techniques to extend observational capabilities beyond those of the naked eye can allow one to record novel aspects of natural behavior. That is, quantitative measurement procedures that have been developed in experimental work can produce observational data for more qualitative analysis as well. At a more conceptual level, especially with eye movements which are so rapid and to which we have so little introspective access, prior laboratory/experimental work can be highly valuable, even essential, in coming up with the descriptive framework of concepts and procedures (the non-experimental observational paradigm, if you will).

We hope further systematic observational studies may be inspired by, and extend the results of, this one. This type of research is missing in the literature on naturalistic task gaze strategies but should be useful in moving between fully naturalistic settings and experimentally controlled tasks; in both directions and for mutual benefit. Of course, only controlled experiments will be able to reveal the internal workings of brain mechanisms—but at the cost of restricting the behavioral context to very restricted and often simplified tasks, and typically imposing artificial constraints whose effects on strategies may be unknown, yet substantial. We feel it is important to keep a balance between the goals of experimental rigor and faithfulness to the phenomena. Observational studies such as this one can also identify gaps in existing knowledge, e.g., by showing behavioral patterns in more detail, suggesting new data analysis procedures, or even completely new experiments.
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